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Abstract

The intensity of photoelectron emission from core states of a surface atom exhibits
electron diffraction effects due to scattering by atoms neighboring the emitter. The interference
oscillations measured by angular-dependent, photon-energy-dependent CIS spectra are inverted
to obtain an atomic image of the neighboring scattering atoms. The procedure used to collect
and process the data is described. The inversion is based on the holographic principle and _
consists of an initial transform against (photon energy) wave number yielding a complex field ® R
and second a transform (summation) against emission directions. Photoelectron holographic
image (PHI) based on arsenic 3d emission data directly yield its site symmetfy. No model .
calculations or simulations are used. It is found that As adsorbs as dimers on the (100) surface of
silicon and As replaces the first layer Si atoms on the (111) surface. For the (100) case the two
As atoms in a dimer sit with diffgrent orientations. The inversion yields an image where each of -
the two inequivalent emitters are at its origin instead of being at two separate locations as in the
sample. The image is akin to a "double exposure" photograph and is easily reduced to obtain the
physical structure of the adsorption site. The two sites can be chemically equivalent as they are
in the present case. Each dimer pair is bonded to four Si atoms which almost form a square but
the Si-Si distance parallel to the As dimer bond is about .03 A shorter. The experimental

structure indicates that the surface Si dimer bonds are broken.



In the summation of the ®'s over emission angles, a procedure is found which
significantly reduces artifacts in the image. The procedure organizes the various emission
directions into collections of angles that are contained in small cones that intersect the emission
hemisphere. The summation index is for the directions in a cone. The data for each emission
direction used in the experiment are used without bias. In this article a theoretical description is
given which illustrates why the small-cone technique emphasizes the effects of interference
behavior in the neighborhood of a scatterer and de-emphasizes the effects of interference far

from the scatterer so that the strength of artifacts are reduced.



1. Introduction

As a direct method for determining the local three-dimensional environment of atoms at

surfaces, photoelectfon holography imaging (PHI) has undergone many developments in the past .'

few years [1-13]. The dependence of the photoelectron diffraction on photon energy (electron
momentum squared) and emission direction is measured and then mathematically inverted using
the holographic principle to obtain an atomiq image of the atoms neighboring the emitter. The
basic properties of photoemission allow for the determinatioﬁ of the emitter’s identity and the
technique has provea valuable in determining the local geometry of adsorbate atoms. Optimal

results are obtained by first transforming a data-set against the magnitude of the electron
momentum giving the magnitude and phase of a set of fields (I)(ﬁ) and then summing over the

momentum directions k to bbtain the image function U(R ) which gives an inténsity value for
every position in direct space. We introduced a particular procedure in the latter summation,
termed the small cone transform, which is effective in controlling artifacts [ 9,' 10].

In this paper, the small cone method of photoelectron holography is successfully
employed to experimentally determine the interface structures of arsenic adsorbed on the silicon
(111) and (100) surfaces [10, 11]. The determination of an adsorption site has generally been an
arduous task, usually employing model dependent tactics where a structure is inferred through an
iterative process in which experimental results are compared with calculations from a presumed
structure. The holographic imaging technique is a direct technique wheré (1) a data set is

collected, (2) the inversion is carried out giving an intensity value at every position in space
U(ﬁ ), and (3) atoms are assigned to the positions corresponding to the local maxima of U(ﬁ ).
For single site emitters on a mono-element substrate the site position is obtained by inspection.

For multi-sites and/or for multi-component substrates the interpretation gives some consideration




to the bulk crystal structure and low-energy electron-diffraction (LEED) pattern data. Such
phenomena as nonéspherical photoexcited waves, phase shifts in the electron scattering factor,
etc., cause artifacts and the small cone method minimizes their strengths.

Arsenic olverlayers onv silicon surfaces have received considerable attention in the search
for an epitaxial compound semiconductor with a direct band gap for the integration of electrical
and optical structures. Additionally, As, particularly on the (111) face, passivates the surface;
presumably the adsorbate covered surface is left with no dangling bonds to form active "surface
chemistry" sites. The atomic images obtained in this work are very clear and the results agree
well with those obtained from earlier theoretical calculations and other inferential experimental
techniques. The results for the (111) orientation indicate that As atoms replace the first layer Si
atoms. Essentially the same method was recently used to study the (111) surface.[14] On the
(100) surface, the As atoms form dimer pairs on top of the first-layer Si atoms. The As atoms of
the dimer pair occupy inequivalent sites. Strictly speaking, the wave from each of the numerous
emitters on the surface forms a holographic image. The reference beams are internally generated
by each emitter. Each emitter's signal is incoherent with respect to the other emitters, so the
images from each emitter sum by simple addition. The image resulting from each individual
emitter, however, has the same origin in the inverted aggregate image. The traditional use of
holographic image is for an external reference beam, but since the underlying principal is the
same, holographic image is used here. When there are two emitters in inequivaleht adsorption
sites the resultant image for the pair of atoms is akin to a double-exposed photograph. These
images are still easily interpreted. We belieife that this is the first multipie surface site

experimental image obtained.



A rationale for the success of the small cone method is given in section 3 with a
summary of the basic principles of the technique. Experimental considerations and some
technical details are discussed in section 2. The experimentally obtained images are presented

and discussed in sections 4 and 5.

2. Experiments and Data Analysis

The dependence of the photoelectron diffraction from the As 3d core level on the
magnitude of the momentum, 7k, and the enﬁssion direction, fi, was measured. It isv the basic
angle-resolved photoemission experiment where the photon energy is scanned. The continuum
property of synchrotron radiation is used. Essentially the photoelectron waves emitted by an As

atom into a given direction were measured. The emission I7 (k) is measured as a function of the

A

wave number k (photon energy) and at a uniformly spaced set of emission direction K.

Measurement of the emission over suitable portions of the' emission hemisphere, the k-

dependence, is achieved by rotations of both the sample and the electron energy analyzer.

From the experimental point of view it is impoﬁant to first measure the emission as a
function of phot;)n energy, i.e. the wave number k. An overview spectrum containing the As 3d
emission peak is shown in Fig. 1. The radiation is dispersed by a grazing incidence
monochromator in the Iowa State/Montana State beam line at the Wisconsin Synchrotron
Radiation Center (SRC). The diffractipn experiments use the 2 m configuration of the extended-
range-grasshopper (ERG) monochromator.[15] An' electrostatic energy analyzer using
hemispheﬁcal elements (VSW model HA 50) was mounted on a double axis goniometér. The
analyzer’s collection aperture was enlarged to obtain a collection angle of about * 1.5°. The

angularly resolved emission intensity from the As 3d core level was measured for wave numbers




in a range of approximately 3 to 7 'A'l in increments, Ak, of 0.15 A by scanning the photon
energy from approximately 80 to 240 eV. At each photon energy, an electron-energy-
distribution curve (EDC) of th‘e As 3d core-level emission peak was recorded. The intensity for
each peak then forms the wave-number depénden£ spectrum. Since the binding energy of an
electronic core level is a constant, the spectra are termed Constant Initial-energy Spectra (CIS).
[16] Sample spectra are shown in Fig. 2 where each data point represents the intensify of the As
peak as exemplified in the EDC of Fig. 1.

In order to measure in a timely manner the dependence of the photoelectron diffraction
on the emission direction, the spectra were measured for a set of angles distributed over an
irreducible symmetry element on the sample's emission hemisphere. Since Si(111)1x1 - As has a
3-fold rotation axis (the Z-axis) and three vertical mirror planes, the angular region used for data
collection was polar angle 6 = 0 - 82.5° and azimuthal angle ¢ = 0 - 60°. The normal to the
surface corresponds to the zero in polar angle and the zero in the azimuthal angle corresponds to
a mirror plane. The Si(100)1x2 - As has a 2—fold rotation axis and two vertical mirror planes,
and in accordance with the sample symmetry, a data set was collected over the azimuthal range
¢=0 - 90°. Low-energy electron diffraction (LEED) was used to establish the major
crystallographic directions for each face. The angular step, AB, was chosen to be 5° for the
Si(111)1x1-As and 7.5° for the Si(100)1x2-As. For a given polar angle, the azimuthal step ‘size
was determined in accordance with A¢=A6/sin® which gives the same solid angle interval for
each emission direction. The polar angle was varied mechanically by rotating the electron
analyzer in the laboratory's horizontal plane which contains the photon polarization vector, the

propagation vector, and the sample normal. The azimuthal angle was varied by rotating the



sample around its normal. A total of 95 emission directions were measured for each sample

orientation.

For a given emission direction k, the intensity and the position of the peak in each EDC

form a Constant Initial-energy Spectra (CIS), I, (k). The EDC data set used for an individual

CIS was obtained with fixed monochromator slits resultiﬁg in a change in the energy resolution
from approximately 0.8 eV to 3.0 eV over the spectral range. The‘ EDC scan fange was adjusted
to obtain sufficient- wings on each side of the peak for good background determinaﬁon. For data
reduction, each As 3d EDC was fit With a Gaussian peak with a linear background. (For efficient
data reduction the number of data point in each EDC was kept constant and only fhe size of the
energy step was adjusted.) The procedure works very well when the As peak steps through the
Auger edge which occurs about 90 eV for Si. Use of the Gaussian area works well for the
intensity determination since it avoids the problem of properly accounting for the signal in the
“wings” of a peak. If direct numerical intergration of the peak area is used to represent the
intensity, it has a considerable dependence on the algorithm used to fit the background because
the “wings” of the peak make a sizable contribution to the peak’s area. The Gaussian fit also
resulted in an average taken over a large number of data points yielding better signal-to-noise
performance. The spectral and time-dependent properties of the photon béam were monitored
using the photo-current produced by a high-transmission tungsten mesh placed just ahead of the
sample. The electron yield of the tungsten mesh was a smooth, weak function of photon energy.
After obtaining each EDC, a photon-flux mesh current was recorded to use for relative
normalization of the EDC spectra. The normalization procedure vis very important for the

technique and, for the monochromator system we have used, it worked well. If technical




problems (e.g. jump in flux) occur, one can still process the data with the method reported by T.-
C. Chaing's group. [14]

To extract the diffraction effects, a non-diffractive curve I, (k) was then found by using

a spline routine [17] to obtain a smooth average for each CIS, which takes account of the k-
dependent photo-excitation cross section of the core, the mesh-emission flux, and the
transmittance of the electron energy analyzer. Initially a number of different algorithms were

explored to identify anl, (k). The results showed that the positions of the local maximums in

the image function U(ﬁ) were not affected. Normalized diffraction curves were then calculated
using

I »

The Si(111) wafer is cut on axis while the Si(100) wafer is a 4° vicinal cut. After
outgassing at about 500 °C, the Si wafer was heated to 1150 °C for about 10 seconds while
ﬁlaintaining the chamber pressure in the 10™'° Torr range. Then it was quickly loWered down to
about 850 °C and then slowly cooled down to 500 °C. The up and down temperature cycle was
repeated two or three times and then the wafer was cooled down to room temperature. This
procedure resulted in a good 7x7 LEED pattern for a Si(111) face or a single domain 2x1 LEED
pattern for the Si(100) vicinal surface. The samples were exposed to about a 10”° Torr arsenic
flux obtained by th'ermal evaporation of As from a tungsten basket in an attached preparation
chamber. The Si(l 11) sample was post-annealed at 350 - 400 °C for 3 minutes which resulted in
a sharp 1x1 LEED pattern. The Si(100) vicinal surface was heated from room temperature to
700 °C over a time period of 2 minutes, kept at 700 °C about 3 minutes, and then slowly cooled

down to room temperature in the presence of an arsenic flux. The As exposed sample exhibited



a sharp single domain 1x2 LEED pattern in contrast to the single domain 2x1pattern exhibited
from the clean sample.[18] A complete data set was obtained over about a period of 24 hours.
Sample cleanliness was monitored at appropriate intervals by examining the shape of high-

resolution core level emission. The carbon and oxygen 1s levels were also measured.

3. Comments on the Rationale of the Method

This section gives a rationale for the success of the small-cone method preceded by a
summary of the basic prinéiples of internal-reference-wave photoelectron holography. In the
photoemission process a core level in the emitter is excited which gives a monochromatic

outgoing beam with point source properties, a requirement of the holographic phenomena. When

a photoelectron with momentum hk is generated from an emitter, part of the electron wave

propagates to the detector in the direction k and other parts are scattered by neighboring atoms

located at positions F] before propagating to the detector, where the interference is measured in

the far field by an angle-resolved electron detector. Coherence of the reference and scattered

waves, the other requirement of the holographic principle, is a natural property of the

photoemission process.

3. A. Elements of the Inversion
The experimentally obtained data must undergo two mathematical transforms to produce

an image function; one transform is over the wave number k and the other is over the emission

directions K. We term the algorithm by which one determines the image function from the data




the inversion process. The interference effects in each CIS ¥, (k) are transformed to obtain the

CIS transform field @, (R) using
O (R) = [™ 2, (6) ™ F0g () . @

where R is a three dimensional variable in direct space with origin at the emitter atom. Tong,
Hong and Wu (THW) first wrote down the transform and emphasized the importance of doing
this transform first. [S] The first experimental verification was done by H. Wuet al. [ 8, 10, 19]
As discussed in the Appendix, an energy window g(k) is used to avoid termination errors in the

computation since the experimental }(6 @ k) has the finite range of the CIS data. Also
discussed in the Appendix is the correction made to the normalized function ¥ . (k) due to the

inner potential of the crystal. The contribution from each emitter is incoherent and in effect each
emitter forms a "hologram". The origin of the field is the emitter's position. As a result, all sites,
including inequivalent sites, form an image with the same origin. Hence, for two inequivalent

sites the net image is akin to a double exposed photograph.

The properties of the above field, ® i (fi) , are examined by using a model form of . For

first order scattering the function can be written phenomenologically as [5, 11]:

2,00 = YA (k)™ 0 4 4k, 7y ™0k O 0B)
j .

The factor AR(k,Fj), an effective scattering term, represents a combination of the atomic

scattering factor and photon-excitation matrix elements and is discussed later. The index j is for

each scattering atom. Upon combining Egs. (2) and (3), it is clear that the first term in Eq. (3)

gives @, (ﬁ) a maximum intensity at those positions for which the phase factor is zero:

10



RA-k-R)-r,a-k-£)=0 . : @
This equation describes a parabolic surface of revolution where the axis of revolution is the line

connecting the emitter and the detector, K. The complex value on each parabolic surface is a

constant and can be written as;

O = D (X)) = A (F) Koy —Key) - )
From (Eq. 5), it is observed that the parabolic surfaces formed by each CIS of direction k pass
through the positions of the scattering-atoms, ﬁ =T,. So, if all of the CIS inversions @, (l_i) are
in phase at li=i'}, the summation over all emission directions would give rise to a large

intensity at R= r;. This leads to the second step of the inversion process:

2

PRACY

allk

UR) = )

The sum over directions may be performed in different ways. We use the term full hemisphere

when the sum is simply over all possible directions. This procedure was first articulated by Tong

et al. [5]. However, CIS inversion fields for different emission directions k may not be in phase

—

at R=T,. Actually, on the emission hemisphere, there exists a limited angular window where
the phases are uniform. The center of the window region is given by the eﬁjitter-scatterer axis.
For emission directions which lie within the window, the fields & k( F‘ ) have a fairly constant.
phase and a larger magnitude; while for emission directions beyond the window the fields
P k(i‘} ) have a rapidly changing phase and a smaller magnitude. When the sum in Eq. (6) is

over all directions, those CIS inversions corresponding to the emission directions inside the small

window build up intensity at fl:fj. Those CIS inversions corresponding to the emission

11




directions outside the small window may not build up intensity at R= I, , but may actually build

up intensity somewhere else in space thus forming artifacts. To take advantage of this property

and to reduce artifacts, we introduced a modified summation meihod, where for each spatial

- point the angular sum is taken over a small cone. The second step of the inversion process is

then as follows [9, 10, 11, 19]:

vR®= Y o®

koe Cone(—ﬁ,w)

()

The axis of the small cone is k = R and the half angle w is a free parameter whose value is
justified by examining the experimentally obtained ® ’s. In calculating the sum for each point in
space, all of the CIS data are systematically used as the small-cone axis (so to speak) moves over
the emission hemisphere. The image function U(ﬁ ), is interpreted by assigning atoms to the

"peaks" in the image. The peak's centroid is used for the position.
The above properties of ® l.‘(lﬂl) , the CIS transform field, can be observed by examining

the properties of an experimentally obtained set of ®'s. Two important and useful constructions

can be formed from the experimentally determined CIS fields. One is to fix the emission

direction and show the amplitude as a function of direct space position, R. The result

exemplifies the parabola of constant phase factor for the integrand of the THW transform.
Figure 3 shows the amplitude of @, (R) for a given k . The other construction is to fix_ f(_at the
position of a scatterer and to show the magnitude and phase of ® as a function of emission
direction Kk , i.e., © and ¢. Results for a Si nearest-neighbor of the As emitter for the (111) face
is shown in Fig. 4(a) and 4(b) and that for the (100) face is shown in 4(c) and 4(d). At R= T,

each contribution adds to the total (see Fig. 3), so any experimental error in normalizing an

12



individual EDC spectrum within a %, (k) and, hence within a set of ¥’s, has a minimal effect.

That is, if a particular IT is larger or smaller than it should be, fhere is minimal adverse effect.
This is a reason that contributés to the importance of first measuring the photon energy (wave
number) deﬁendence and transforming the spectra.

Another perspective can be taken for the small cone method. The cbne‘used in processing
the data is equivalent to a cone in direct space with the same half angle w. Only those portions
of the ® field within w contribute when summing over the directions. That is, in Fig. 3 only the

results for —w <@ < wcontribute to the sum in Eq. (7). The sum is then equivalent to summing

only those pieces of the parabolic surfaces that lie within an angular window w for each -R
direction, thus suppressing the contribution of regions far from the point of interest.

The value of w, usually 15° - 30°, is the only free parameter in the inversion process and
can be easily obtained from the experimental values as shown in Fig. 4. As a logical procedure

for obtaining an unknown structure, a small value of w, say 10° - 15° is used first to obtain a

preliminary image function U(ﬁ ). Then at the positions of the maximum intensity points of the
function (atomic images), the experimental curves of the phase and the magnitude of the CIS
inversion as a function of emission direction are calculated using the formula above; the half

angle width w found from the curves is used in the final inversion. The results of the discrete
transformations for the image function U(R) were then interpolated with MATHEMATICA

[20] to form a continuous image function U(X,Y,Z) (or a continuous U(R) ), from which any
form of display could be extracted. Experience shows that while the value of w has little effect
on image positions, larger values of w may give some reduction in the width of the image peaks.

Sometimes examining the images obtained with several different values of w helps to

13




differentiate weak image peaks from artifacts. The small-cone transform emphasizes the most

important portion of the diffraction information while reducing the artifacts dramatically [9, 19].

3. B. Atomic Model for an Effective Scattering Factor
The relationship k=-R is very important in photoelectron diffraction and illustrates the

success of the small cone method. For an emitter, located at the origin, and a particular scatterer
at T the angle-resolved signal intensity using atomic orbitals can be written in the general form
) I +1 _ ) iofioi] 2
L(EFY| Salr@hr, @) et | ®
m |l=ly-1
The first term in the bracket describes the photoexcitation of state I and the function f is the

atomic scattering factor. The expansion is in terms of atomic orbitals and the coefficients ¢; are

functions of %, only. [21] The final-state plane wave has been expanded in spherical harmonics,

the Y, , which have a polar angle referenced relative to the polarization direction A of the
photon flux. As above the emitter is placed at the origin and the scatterer is at the position
described by F. The above expression when expanded has four terms where the two relevant

terms are,
I, (’3)=ZZ; ccy(E ) )+ZZ;c,c;Y(i€ Yo G)f (Rt ) ces ©)

The first summation term represents a background function I, and the next two cross terms are
the interference effects. (The third term is the complex conjugate of the second term.) The
fourth term is not shown because it contains the factor f > which typically is very small. The

normalized intensity function is expressed by

. -I. (k . - . : .
Z,g(k)E I (kI)A (]Ick)O( )=Ai(k’F)e-xkr(l—k»r)+Ak:(k,F)exkr(l—k.r). (10)

14



with [21]

ZZZ% ()Y (7) A
ZZZ% A 7). (11)

When k=—F, use of the spherical harmonic property Yim(k)=Ym(-1)=(-1)'Y1x(r), reduces Eq.

(11) to
Al )=(-1p £ £). (12)
The complicated ratio of sums in Eq. (11) becomes essentially one. This condition, k=-f, is

the backscattering condition where the atomic scattering factor has a large value. Thus, when R

is near F the effective scattering factor A is large due to the backscattering peak in the atomic

scattering factor and the transform against k yields a large intensity in U( R ). The importance of
the effect of the backscattering peak in the atomic scattering factor is also pointed out by Dippel
et.al. in their analysis of CIS data which they term scanned-energy-mode data. [6]

A remaining issue of concern is the phase factor in the atomic scattering factor, which has
the .effect of shifting the position of an atqm in an image away from that atom’s true position.
Because the small-cone method emphasizes back scattering, an approxirﬁate correction for the
shift is obtained by expressing the phase factor of the scattering function by the first order term

in the Taylor expansion of k. The transformation against k by Eq. (2) then becomes:
®, (R) = [, (k) eMFRS g (1) g (13)

where S(m) is the coefficient of the first order term (a slope) evaluated at the back-scattering
angle. For Si the value of S() is -0.18A and inclusion of the correction term in the inversion

increases the bond-length values by about 0.1-0.2 A. [9] The small cone method makes this

correction possible.
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4. Results of Si(111)As-1x1

Both the small-cone and full hemisphere method of inverting the photo electron data
from the SI(111)1x1-As system are presented. A diagram for the Si(111) surface structure is
shown in Fig. 5a. Various representations of the photoemission holographic image (PHI)

obtained are shown in Figure 6. Parts a, b, and ¢ are from the small-cone method. The image

function U(ﬁ) was adapted to a coordinate system such‘that U(ﬁ) = U(X,Y,Z) where the
sample normal and the polar axis are parallel to the Z-direction.v The origin of this coordinate
system remains at the emitter atom. The X-Y axes are determined from the LEED pattern. The
image function U(X,Y, Z) is examined and particular atomic species are assigned to those
positions where the function has local maxima.

The image is a three dimensional object which can be displayed and presented in a
number of ways. Fig. 6(a) shows iso-intensity surfaces in 3-D perspective. [19] In this
representation, the intensity value of the iso-intensity surface was chosen to be 60% of the value
of the.local maximum. Note that the “balls” formed by the iso-intensity surfaces are quite |
isotropic and show only a slight elongation in the vertical direction. The position of the local
maxima, the scattering atom, would then be at the center of each “ball.” Since the emitter does
not “see itself” it is represented by a spherical surface. When initially evaluating an image
U(X,Y,Z), 2-D planar cuts with the intensity indicated in the third diﬁxension are used. The
horizontal cut through the first layer of Si atoms (Z = -1.0 A) is shown in Fig 6(b) where the
plane of the cut is noted in Fig. 6(a). The X-Z cut for Y=0 is shown in Fig. 6(c). In this last cut

the emitter is represented with a “+” sign. The actual coordinates of the scattering atoms, used
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to calc-ulate bond lengths, etc., are taken as the positions of the centroid for the local maxima in
UX,Y,Z2).

By comparing the structure in the image in Fig. 6(c) with the structure of the
unreconstructed Si(111) surface (Fig. 5a) and considering the sharp 1x1 LEED pattern, we can
conclude that in the system Si(111)1x1-As, the As atoms replace the top layer silicon atoms.
The observed image does not relate to any of the high-symmetry adatom sites. Each As atom is
bonded to three Si atoms on the next layer down. This structure agrees with that preferred by the |
fitting of experimental and theoretical energy-bands by Uhrberg et al. [18] The Z coordinate of
the atom D obtained from this method is -1.0 A, which agrees well with the calculated value of -
0.97 A [18] and the value of -0.95A obtained from an x-ray standing wave measurement . [22]
From the small-cone image the X-coordinate of atom D was determined to be 2.3 A. For the
unreconstructed Si(111) surface this value is 2.2 A. A similar holographic result has recently
been reported, which agrees with this measurement [14].

The As 3d data was inverted to obtain a preliminary image function which contained a

local maximum at the position of atom D. The phase and magnitude of the CIS transfer

field® f‘(lﬁ{) at this position are shown in Fig. 4(a) and (b). The curves clearly show the small

ahgular window behavior with the window centered 'at (6, ¢) =(70°, 180°). The half-angle of the
window gives the half-angle of the small-cone, in this case roughly 30°. This value was then
used in the angular transform, Eq. (7), to obtain the image shown in Fig. 6 (a), (b), and (c).

| The As/Si(111) data was also inverted with the full window summation, Eq. (6). The
vertical planar cut for the image obtained is shown in Fig. 6(d),_ The large intensity at the real
atomic position, D, is evident, but significant intensity is seen at other positions. Such artifacts

make the determination of atomic position rather problematic but are essentially absent in the
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image shown in Fig. 5(c) obtained with the small cone summation. The reduction in artifacts is

clearly seen.

5. Results of Si(100)1x2-As

First a note on the reconstruction of the Si(100) surface, where neighboring atoms
hybridize to form dimers. See Fig 5(b) for the surface structure. The dimers are aligned in rows
which can be found in two orthogonal directions, i.e., two domains exist. It is well established
that vicinal surfaces of about 3.5° form single domain 2x1 LEED patterné with the dimer bonds
oriented parallel to the steps; the dimers form rows perpendicular to the steps. In this work, the
X-Y plane is chosen to be parallel to the terrace with the X-direction parallel to the step (dimers)
and the Y-direction perpendicular to the step. The step direction, and therefore the X- and Y-
directions, were determined from a LEED pattem.

The deposition of As produced a surface with a LEED pattern of 1x2, in contrast to the
2x1 pattern obtained for the clean surface. This change in the two-by orientation indicates that
the As atoms form dimers with bond directions perpendicular to the step edges. The two As
atoms composing the dimer are inequivalent, since the As atoms are in different structural
orientations, so they appear as two different "kinds" of emitters. This leads to a bit of
complication in assigning atoms to the spots in the image.

The As 3d data were inverted to obtain a preliminary image which contains a local-

maximum-intensity spot, called A, at (-1.8, -0.5, -1.5)A  for a first layer Si atom. The phase
and magnitude of the CIS transfer field ® ‘ (ﬁ) is shown in Fig. 4(c) and (d) plotted as a function

of the emission polar angle, 6 , at the azimuth emission angle, ¢=15°. The curves clearly show
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the small angular window behavior, just as found for As on the (111) surface. The window is
centered at (0, ¢) =(60°, 15°) with a window half-angle of about 30°.

Figure 7(a) shows the resulting local site symmetry. The two inequivalent As emitters
are represented by the addition of two spheres P and Q. The first layer Si atoms A,B,C,D are
iso-intensity surfaces from the experimentally obtained image. The intensity is about 70% of the
maximum intensity. This figure is partially a construction since the two inequivalent As emitters
are BOTH at the origin of the inversion image field. The inversion-obtained image is obtained
by sliding the two spheres P and Q together so that they are at the same point (all emitters are at
the origin); if P and Q were shifted to the same point then the construction shown in panel (a)
would éorrespond to the imagevconstruction in part (b). Two planar cuts of the inversion image
are shown in part (c) and (d) of Fig. 7.

" To clearly distinguish the contributions from the two different As emitters, a two-letter
symbol A/B is used which denotes the image of the scatterer A viewed from an emitter B.
Figure 6(c) shows a horizontal planar cut passing through the first layef of Si atoms at Z = -1.5
A, which shows four Si atoms as doublets at X = +1.8 A. The separation between A/P and D/P
along the X-axis is the actual separation between the Si atoms A and D, since the two spots are
viewed from the same emitter P. Similarly, emitter Q makes the images B and C. However, the
separation between the spots A/P and ﬁ/Q is not the actual separation between the Si atoms A
and B, since these two peaks are viewed from the two different emitters P and Q,'respectively,
but the image has both at its origin as noted above. The separation between the spots is the
difference between the separation of the Si atomé A and B and the separation of the As atoms P
and Q Figure 6(d) shows a Y-Z vertical planar cut at X = -1.8 A, which gives the séparation of

the doublet and the depth of the first-layer Si atoms. The image function as shown in Fig. 6(c)
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and (d) is akin to a double-exposed photograph. The real-space structure is achieved by
separating the doublets (i.e., D/P and C/Q as well as A/P and B/Q) by the As-As dimer length
and results in the 3-D construction shown in Fig. 7(a). Now that the site symmetry has been
established the image can be further examined to determine the value of the As-As dimer length.
A good way to find a value for the As-As dimer length would be to observe an As emitter
scattering from an As scatterer,l say P scattering from Q or vice-versa. Figure 8(a) shows a
planarcutat Z =0 A. The As dimer formation and its site-position observation do not depend on
this cut. The intensity is enhanced considerably compared to that of Fig 6(d) whose peak
intensity is greater than that of 8(A). Two weak but well localized spots are seen in the image.
One test for an artifact in an image cut is whether the spot in the 2-D cut is really a 3-D spot and |
not a slice through a "tube" of intensity. Assuming that these spots are due to the As atoms, seen
as scatterers, a value of about 2.3 A is obtained for the As-As dimer bond length. This gives an
A-B (C-D) spacing of about 3.3 A while A-D (B-C) spacing is about 3.6 A. The four first-layer
Si atoms A, B, C, and D are at the corners of a rectangle, not a square. The difference in side
lengths is noted as § in the table. The A-D (B-C) spacing of 3.6A is greater than the Si-Si dimer
length of 2.3A indicating that the Si-Si dimers are broken.
| The planar cut through the image containing the emitter, Fig. 8(a) also shows two very
strong spots on the X-axis. These are attributed to artifacts which are due to the spatial
relationship of the atoms and the "incidental" bunching or overlapping of the parabolic surfaces
which pass through the firs-t—layer Si atoms. To illustrate the behavior consider the construction
in fig. 8(b) which shows an effective local structure for Si(100)1x2-As as seen by the emission
from the inequivalent As emitters. The construction has a representative small angular cone

which points from the emitter to the “atom” D/P. There are five sticks in the small cone
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representing five typical emission directions: four on the edge of the cone and one on the cone
axis. Omitted from the figure for clearness are five more such angular cones, which poiﬁt from
the emitter to the “atoms” A/P, B/Q, C/Q, P/Q and Q/P, respectively. The six small cone
containing 5 sticks represent a total of 30 emission directions. The CIS for each direction gives a |
parabolic surface, whose axis is that direction, passing through the scatterer atom. Figure 8(c)

shows the curves formed by the 30 parabolic surfaces, intersecting the plane formed by the As

. atoms (Z = 0 A). The two points on the Y-axis intersected by three parabolic surfaces correspond

to the As emitters P andv Q. There are, however, many more parabolic surfaces passing the X-
axis in the region of -3~-2 A and 2~3 A, which form the large intensity spots on the X-axis
shown in Fig. 8(a). This illusﬁates the idea of artifact formation by incidental bunching.

Table 1 gives a comparison between the results of this work and several other studies of
this adsorption system. Northrup et al. calculated the structure [23], Zegenhegen et al. measured
tﬂe vertical distance between the As layer and the first Si layer using the x-ray standing wave
technique (XSW) [24], and Jedrecy et al. measured the As dimer bond length by the grazing
incidence x-ray diffractioh technique (GIXD)[25]. The maximum discrepancy is about 0.2 Aor
better, a value which is reasonable for the methods involved. The four surface Si atoms bonded
to an As dimer do not form a square. The difference between the first layer Si;Si spacings, that
is the difference between the A-D spacing as compared to the A-B spacing, is denoted as 5. The

theory value agrees with the measurement.
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Table 1. Comparison of atomic positions for Si(100)1x2-As obtained from this work, XSW,
GIXD and theoretical calculation (Coordinate Unit A). The coordinates of the spot representing

atom A is listed and the nearest neighbor distances for spots A to P and P to Q. See text for 8.

A Units Ay A, A, PA PQ S
This method -1.8  1-05 -1.5 2.4 2.3 0.3
*XSW, **GIXD *.1.26 *%2 .55

Calculation -1.92 -0.52 -1.41 2.44 2.55 0.25
6. Summary

The small-cone photoemission-imaging method based on the holographic principle is

used to experimentally determine the local site structure of As on the (111) and (100) faces of Si.

Experimental data was inverted to obtain an image function U(R). The local site symmetry was
obtained by inspecting each image without using simulations or model calculations. Numerical
values obtained for interatomic spacings are good to within 0.1 to 0.2 A.

The data were used to obtain an effet:tiVe scattering factor which exhibits the small-
window behavior needed for the small-cone method. A theoretical construct was presented
which suggests why the small-cone method is effective in reducing artifacts. It substantiates the
use of the relation of k=—Rused in the small-cone method. Similar small-cone behavior has
been analyzed for Al and Ga on the (111) surfaces of Si which have the root three reconstruction
[9, 19]. Site symmetry has been determined for ethylene and acetylene on Si(100). [26]

On the (100) surface, the As atoms form dimer pairs each of which are bonded to four Si
surface atoms. The investigation is an example of the complexity resulting from ‘multiple sites.

Since the Si-Si distance in the first layer under the As layer is much larger than the Si-Si dimer
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distance, one may conclude that the Si dimer bonds were broken. Within the Si-Si‘ﬁrst layer, the
separation between Si atoms in the direction perpendicular to the As-As dimer-bond orientation
is 3.6 A. The value for bulk Si is 3.84 A, which is in reasonable agreement considering the
atomic-scattering-factor phase-shift distortion of interatomic-distance values. The separation
distance between Si atoms in the direction parallel to the As-bond orientation is about 3.3 A.
Thus, the As-As dimer induced "distortion" is.about 0.3 A while theory gives 0.25 A. The good
nilmerical agreement may be fortuitous. Additionally, the case of As on Si(100) serves as an
éxarhple of how the geometry of the @ field parabolic surfaces can be used to interpret image
features as artifacts.

On the (111) surface As atoms are in a'single site where they replace the first layer Si
atoms forming a 1x1 surface net. The same local structure with similar data has recently been
published [14]. The numerical values are essentially the same. |

The interpretation of a ﬁathematical image may be "tricky" since second-nearest-
neighbor scatterers are infrequen‘tly obtained and third-nearest-neighbor scatterers are rarely
obtained. Sometimes the latter are in the imagé but not stronger than most artifacts. Most
importantly, a proper site position can only be made with dominant iﬁage spots, as in this
investigation. Thereafter, weaker features can be invoked for more details. The bulk-crystal
structure, electron diffraction paftern, and scanning-probe spots can be important ingredients for
assignment of atoms to image spots. The ability to "see under" the emitter is a power of the
imaging technique. If a larger sphere was sampled, containing second- and third-scattering-
neighbors fhen the site would be determined by inspection and essentially no interpretation

would be needed.
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The graphical properties of the complex field obtained by transformation of photon-
energy scanned CIS data are shown to be useful for analyzing the results.

The results exemplify the effectiveness of the small cone method for determining the site
structure of atoms on surfaces. It reduces artifacts and eliminates split images. [9] While, so far,
other methods require a trial and error comparison between experimentally-obtained data and
model calculations. Knowledge of the local—site-symmétry structure combined with numerical
values of interatomic spacings, usually good to within 0.2 A, is enough to answer many
questions. More precise distance values may be obtained with trial and error comparisons of
measured and simulated CIS data.

The method is well established for non-embedded emitters. For embedded and bulk
emitters the utility of photoelectron diffraction is pretty much an open question. The electron
“ scattering phenomena in these cases also have the forward scattering lobe which can be very

strong. Effective methods to treat the phenomena for imaging are still needed.
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Appendix |

The discrete set of CIS taken in the irreducible angular range were used to form an inner-
potential-corrected continuous function %(6,0.k) using a spline fit and extended to the whole-
emission hemisphere according to the symmetry of the sample. The inner potential correction
changes the three dimensional electron momentgm from its external values, (0,,00,ko), to its

internal values, (6,0,k), according to

Wk k)

+0aV, '
2m  2m 0 (A.1)

withsin(6 )k =sin(6, )k, (A.1)
andp=¢,.

In this work the inner potential V, was taken to be 10 eV, a typical value used in most dynamical
LEED analysis. The value of Vo affects the numerical values obtained from an image but does
not affect the local geométry present in the image.

»The cxperiméntal %(0,0.k) has the finite range of the CIS data and an energy window
function, g(k), is used to avoid termination errors in the inversion éomputation. The Hanning

function [25] is used with a Hanning fraction h = 0.25,
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g(k)=sin2[Mj, for ko (k(k,

2(k2_kmin)
=1 fork,(k{k, (A.2)
=cos? ”(k_kz)
=C0s (Z(km —k3)) fork,(k(k

where

ky =k +h(k,,, —k. )2

min

k3=k, —hlk,, k.. )/2.

Additionally, a window function in the angular transform may be used but was not used for these

data. [12,13]
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Figure Captions

Figure 1. Wide-scan Energy Distribution Curve (EDC) from Si(111)1x1-As. Incident photon
energy was 150 eV. The As 3d core level was used to obtain the images presented in this study.
The insert shows the formation of electron diffraction beam where the square is the emitter and

the circle is a scatterer.

Figure 2. Representative experimental curves Iﬁ(k) (CIS) (circles and solid lines) (a) from As

3d core emission from Si(111)1x1-As. (b) from As 3d core emission from Si(100)1x2-As.

Computer-chosen backgrounds Iﬁo(k) are dashed line. The short bars close to the left axis are

the baselines for the corresponding curves. The polar angle 6 and the azimuthal angle ¢ are

indicated.

A

Figure 3. The Si(111)1x1-As CIS transform field, ® (X, Z), for one emission direction k

given by the shown line. The plot is in the Y = O plane and the intensity of the field is indicated

with a gray scale.

Figure 4. Phase (a) and magnitude (b) of the CIS transform @, at the position of the

neighboring Si atom D plotted as a function of polar angle from Si(111)1x1-As. The negative

angular value denotes that the azimuthal angle is 180°.

Phase (c) and magnitude (d) of the CIS transform & ; at the position of the Si atom A plotted as

a function of polar angle at the azimuthal angle of 15° from Si(100)1x2-As.

29




Figure 5. a) Sketches of the unreconstructed Si(111) surface showing the first two layers of
atoms (bilayer). The squares show the four high-symmetry adatom sites with conventional
labels.

b) Sketch of the reconstructed Si(lOO) surface. The open circles are the Si-Si dimmer with |
dangling bonds indicated. The second and third Si layers are indicated by large and small dots, |

respectively. The dimmer direction is assigned the x axis.

Figure 6. Atomic image of Si atoms for the structure Si(111)1x1-As, coordinate unit: A. (a)
Three-dimensional surface of constant-intensity plot with a sphere A shown to represent the As
emitter. The iso-intensity surfaces of the three Si atoms D, F, G are plotted at 60% of the local
maximum intensity value of the corresponding image spot. (b) X-Y planar cut passing through
the first layer Si atoms at Z = -1.0 A, obtained from the small-cone-transform image where the
third dimension is the image intensity. (c) Vertical X-Z planar cut obtained from the small-cone-

transform image. (d) Vertical X-Z planar cut obtained from the full-hemisphere-transform image,

Figure 7. Atomic image of Si atoms for the Si(100)1x2-As structure, obtained from the small-
cone-transform-image, coordinate unit: A. (a) Three-dimensional surface of constant intensity
plot arranged in a ball and stick construction of the atomic structures with spheres P and Q added
to represent the As emitters. A ball and stick construction of the image is shown in pénel (b)
with the emitters shown by a sphere at the origin. The atomic structure of panel (a) is obtained
by separating the two As emitters in the image along the dimer direction (x axis) by the dimer
length. The value of the iso-intensity surfaces are 70% of the local maximum value of the

corresponding image spots, A, B, C, and D. (c) The X-Y planar cut at Z = -1.5 A of the image
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function U(X,Y,Z), whose intensity is the third dimension. Peaks A/P and D/P are images for
the Si atoms A and D as "seen" by emitter P and the peaks BQ and CQ have analogous
meanings. (d) Y-Z planar cut at X = -1.8 A. The image intensity is shown by a gray scale and

the spots A/P and B/Q are due to Si atoms.

Figure 8. Si(100)1x2-As image cut in the As plane showing As-As scattering. The two. different
As emitters are both at the origin. The symbol P/Q denotes the image of scatterer atom P
"viewed" by the emitter Q and Q/P represents the image of Q as "viewed" by P. (a) X-Y planar
cut at Z =0 A and the two spots along the Y-axis are the As atoms as scatterers. (b) A ball and
stick construction corresponding to the image generated by inversion with a small-cone which
points from the emitters to the Si “atom” D/P. Five typical emission directions are shown by
sticks, the axis and four on the conical surface. (c) Curves formed by 30 parabolic surfaces
‘ intersecting the plane of the As atoms at Z =0 A. The 30 parabolic surfaces are five p from each"
of the from the six small cones pointing away from the “atoms” A/P, B/Q, C/Q, D/P, P/Q and
Q/P through to the emitter (only one is shown in (b)). The incidental accumulation of the
parabolic surfaces around the X-axis in the neighborhood of 2-3 A is taken to be the source of
the extensive intensity patches about the x axis: The intensities are small compared to those in

Fig. 7.
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lights the year’s most exciting developments in the fast-

paced world of optics. Our special December issue, “Op-
tics in 2001,” presents key research in the form of summaries of
articles that have appeared in peer-reviewed journals over the
course of the past 12 months.

The overwhelming number of submissions received in 2001
signals another groundbreaking year for the world of optics.
The increase in the number of submissions—almost twice as
many were received this year as last—is vibrant testimony to
the vitality of the optics community and to the importance of
the work being carricd out by optics rescarchers all over the
world. The 58 summaries that compose this year’s issue repre-
sent the work of nearly 200 scientists.

Submissions included in “Optics in 2001” are judged ac-
cording to the following selection criteria:

E very December, Optics & Photonics News (OPN) high-

« the accomplishments described must have been published
in areferced journal in the year prior to publication in OPN;

« the work must be illustrated in a clear, concise manner, com-
prehensible to the at-large optics community;

» the topical area as a whole must be described, and the im-
portance of the research must be detailed.

Although we make every effort to insure that progress in all
optics subfields is recognized, there are no requirements in the
selection process for inclusion of specific topical arcas. Whena
large number of submissions are reccived for a specific area,
this is taken as evidence that the topic has been fertile ground
for activity and research over the course of the preceding year.
OPN strives to ensure that engineering, science, and technolo-
gy areall represented. The number of papers accepted overallis
limited by space. This year, a significant increase in submis-
sions in the field of bio-optics reflects the rapid growth regis-
tered in this arca of research.

OPN and OSA would like to thank the hundreds of re-
searchers from all over the world who submitted summaries to
“Opticsin 2001.”
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Relating Localized Electronic
States to Host Band Structure
In Rare-Earth-Activated
Optical Materials

Charles W. Thiel, Herve Cruguel, Huasheng Wu,
Yongchen Sun, Gerald J. Lapeyre, Rufus L. Cone,
Randy W. Equall, and Roger M. Macfarlane

Rare—earth ions have a multitude of
technological applications as optical-
ly active impurities in insulators and semi-
conductors. Understanding the properties
and performance of these optical materi-
als often requires knowledge
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of the energies of the host
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crystal’s electronic band
states relative to the 4fN or
4fN-15d! states responsible
L | for the ion’s optical transi-
tions. This knowledge is im-
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electron transfer between
these states can influence the
- | optical material’s efficiency
and stability.! Although little
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the motivation to explore
- | these properties is growing.
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Better understanding of
these properties could accel-
erate the development of ul-

Figure 1. Relating localized electronic states to
host band structure. Circles represent measured 4f
electron binding energies relative to the valence
band maximum (VBM). Negative binding energies
are within the bandgap of the host,and positive en-
ergies are below theVBM.The solid line is the mod-
el’s fit to our meixsuréd values, The error bars on
the model are due to uncertainty in the input pa-
rameters and can be improved with further meas-
urements on more materials. Note that the bot-
tom of the conduction band lies at about
~6.5 eV.

traviolet laser materials,
phosphors for applications such as plasma
displays and mercury-free lamps, scintilla-
tor materials for medical imaging, and op-
tical data processing and storage technolo-
gies based on photorefractivity or photon-
gated photoionization holeburning. In
order to fully understand the properties of
current optical materials and logically de-
velop new materials, knowledge of the sys-
tematic trends and behavior of rare-earth
energies will be required.

We have recently initiated a systematic
study of the energies of the rare-earth
ions’ electronic states relative to the host
band states in optical materials using reso-
nant electron photoemission spectroscopy
(REPS).2? REPS directly determines the
energies of all occupied electronic states
relative to a common energy reference and
can unambiguously separate and assign
spectral features to a particular electronic
state.? Figure 1 presents results for yttrium
aluminum garnet (YAG), the most impor-
tant host crystal for solid-state lasers. Cir-

cles represent measured binding energies

of the rare-earth 4fN ground state relative -

to the valence band maximum (the host’s
highest energy occupied state).
These results have led to an empirical

model that successfully describes the rare-

earth binding energies in optical materials
with two parameters: one describes a con-
stant shift experieficed by all rare-earth
ions, and the second describes a smaller
dependence on the ionic radius of the
rare-earth ion. These empirical parame-

‘ters may be determined from measure-

ments on just two different rare-earth
ions, or in certain cases, simply from
measurements on the host crystal itself.
With parameters determined from our
measured data, the model predicts the en-
ergies of the remaining ions, as shown in
Fig. 1.

This information is directly relevant to
understanding and predicting properties
critical for many technological applica-
tions. These properties include excited-
state absorption energies to the conduc-
tion band and relaxation pathways involv-
ing ionijzation. For example, the results for
YAG predict that the jonization of Nd**
occurs at energy larger than the band gap
and that jonization from 1.064 pwm laser
photons requires a very low probability
five-photon absorption from the upper
laser level. In contrast, the results for Ce**
predict that excited-state absorption to the
conduction band would overlap emission
wavelengths from the 5d' to 4f! transition,
resulting in parasitic absorption that pre-
vents its use as a tunable blue laser. All of
these results suggest that systematic stud-
ies of additional host compounds will rap-
idly lead to a clearer picture of the host’s
effect on the rare-earth ion’s 4f electron
binding energies that will motivate funda-
mental theoretical analysis and accelerate
the development of new optical materials.
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Systematics of 4f electron energies relative to host bands by resonant photoemission of rare-earth
ions in aluminum garnets
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The energies of trivalent rare-earth ions relative to the host valence band were measured for a series of
rare-earth-doped yttrium aluminum garnets R, Y;_,AlsO;, (R=Gd, Tb, Dy, Ho, Er, Tm, Yb, and Lu and 0
<x=3), using ultraviolet photoemission spectroscopy. The 4f photoemission spectra were acquired using
synchrotron radiation, exploiting the 4d to 4f “giant resonance” in the 4f electron photoemission cross
section to separate the 4f contribution. Theoretical valence band and 4f photoemission spectra were fit to
experimental results to accurately determine electron energies. The measured 4f" ground-state energies of
these ions range from 700 meV above the valence band maximum for Tb>* to 4.7 eV below the valence band
maximum for Lu>*, and all ground-state energies, except for Tb>™*, are degenerate with valence band states.
An empirical model is successful in describing the relative energies of the 4" ground states for rare-earth ions
in these materials. This model is used to estimate the positions of the lighter rare-earth ions, giving good
agreement with published excited-state absorption and photoconductivity measurements on Ce3* in yttrium
aluminum garnet. It is shown that the energies of the 4f electrons relative to the valence band can be estimated
from the photoemission spectrum of the undoped host, providing a simple method for extending these results
to related host crystals. The success of this model suggests that further studies of additional host compounds
will rapidly lead to a broader picture of the effect of the host lattice on the 4f electron binding energies.
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L INTRODUCTION

There is a great body of work on the optical spectra of
rare-earth impurities in insulating host crystals, with the vast
majority involving the atomiclike intraconfigurational 4" to
4f" transitions. Due to the shielding provided by the outer
closed shells of 5p and 55 electrons, the 4" electronic states
exhibit a strong atomic character that makes them of particu-
lar interest for both fundamental research and optical appli-
cations that benefit from their unique properties. In contrast
to the extensive information available about the 4f" elec-
tronic states, much less is known regarding the relationships
between localized 4 levels and the electronic band states of
the host crystal. Systematic study of the positions of 4f"
levels relative to the host band states for rare-earth ions in a
range of materials is necessary to improve the understanding
of interactions between these two very different types of
electronic states and to allow models with predictive power
to be developed and refined. With this goal in mind, we have
studied a series of rare-earth ions over a range of concentra-
tions in yttrium aluminum garnet and applied an empirical
model for purposes of explanation and prediction.

In this paper, we present the results of resonant photo-
emission spectroscopy on trivalent rare-earth ions in yttrium
aluminum garnet (YAG), the most important host crystal for
rare-earth solid-state lasers. Photoemission spectroscopy of-
fers several advantages over other techniques and can pro-
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vide information that complements optical measurements.
Photoemission allows the energies of both valence and
atomic (core) electronic states to be directly determined rela-
tive to a common energy reference, whereas interpretation of
optical methods such as excited-state absorption and photo-
conductivity may be complicated by uncertainty regarding
the nature of the initial and final states involved. We em-
ployed resonant photoemission to measure the binding ener-
gies of the 4f and valence band electrons for the series of
rare-earth ions from Gd** through Lu**, which allowed the
4f and valence band spectra to be separated and analyzed
independently by exploiting resonances in the 4f
photoemission.? The photoemission spectra of both the va-
lence band and 4f electrons were fit to theoretical models to
provide accurate estimates for electron energies and relative
positions. Since very little is known about the effect of con-
centration on the relative energies of the 4f" levels and band
states, measurements were made for materials with rare-earth
concentrations ranging from pure YAG to the stoichiometric
rare-earth aluminum garnets. Our measurements indicate that
the energies of both the rare-earth ions and the valence band
maximum (VBM)—the highest-energy valence band state—
are insensitive to the doping concentration to within an ex-
perimental accuracy of a few hundred meV.,

The relative positions of different trivalent rare-earth ions
are successfully described by an empirical two-parameter
model for the effect of the host crystal. For the heavier rare-
earth jons, it is shown that the relative energies are well

©2001 The American Physical Society



C. W. THIEL et al.

described by the difference in free-ion ionization potentials.
When extended to the lighter rare-earth ions, which are sig-
nificantly larger than yttrium, a correction for the change in
ionic radius must be included to obtain accurate energies.
This model is used to predict the binding energies of the
lighter rare-earth ions in YAG and the results agree well with
published excited state absorption and photoconductivity
measurements, indicating that measurements on as few as
two different rare-earth ions in a host are sufficient to predict
the energies of the remaining ions. A method derived from an
electrostatic model for the effect of the host lattice is also
suggested for estimating the binding energies of rare-earth
ions that substitute for yttrium through measurement of the
binding energies of the yttrium core levels in either doped or
undoped samples.

II. BACKGROUND

Developing a complete picture of the electronic structure
of rare-earth-doped insulators is essential for understanding
interactions between rare-earth ions and host band states and
how they influence basic material properties. In particular,
charge transfer between the rare-earth ions and the host can
lead to broad absorption bands in the visible or ultraviolet
regions of the spectrum, possibly resulting in the generation
of color centers in the lattice. Because the charge transfer
transition strength depends on the spatial overlap between
the initial and final electronic states, intense metal-to-ligand
charge transfer bands may appear in an ion’s excited-state
absorption spectrum even when no corresponding feature is
observed in the ground-state absorption spectrum; this is par-
ticularly important when the excited state is a mixed configu-
ration such as 4f""!5d!. Host band states may also influ-
ence the atomic transitions of the ion itself by inducing
broadening and an increase in transition probability for for-
bidden transitions through hybridization, while interactions
between the band states and the 4f electrons also provide a
mechanism for energy transfer, nonradiative relaxation, and
nonlinear optical effects. These processes are all of funda-
mental physical interest since they represent coupling be-
tween the two extremes of highly localized and strongly cor-
related 4f electrons of the rare-earth ion and delocalized
one-electron band states of the host crystal.

The rare-earth ions have found numerous applications in
modern technology as optically active impurity ions doped
into both insulators and semiconductors. For many of these
applications, knowledge of the position of the localized 4f
electronic states relative to the band states of the crystalline
host lattice is important for understanding the performance
of an optical material. For example, in solid-state laser ma-
terials, charge transfer transitions from the excited states of
rare-earth ions to the conduction band of the host lattice of-
ten cause a parasitic absorption that overlaps lasing wave-
lengths, resulting in crystal heating and a reduction of both
gain and tuning range, and may completely inhibit laser ac-
tion, as for Ce’* and Pr’* in YAG.>™® Excited-state absorp-
tion can also create color centers and optical damage and is
the dominant reason for the failure of otherwise promising
tunable blue and ultraviolet laser materials.%’ In contrast,
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ionization can be beneficial for applications such as proposed
optical memories, optical processors, and frequency stan-
dards based on photorefractive effects or photon-gated
photoionization hole burning, which may employ controlled
ionization of the rare-earth ions for nonvolatile data storage
and processing.® The one- and two-photon photoionization
processes can potentially cause undesirable photodarkening
of rare-earth-doped optical fibers and is a mechanism for the
generation of optical gratings in these fibers.” The radiation
hardness of optical materials, which is essential for space-
based applications, is strongly influenced by the energy of
the rare-earth ions relative to the host bands. In the particular
case of YAG, some rare-earth ions resist radiation damage,
while others suffer damage through oxidation or reduction, '
Recent studies suggest that the efficiency of scintillator and
phosphor materials is influenced by the position of the 4f"
levels relative to the band states through both ionization of
excited rare-earth ions and energy exchange between band
states and 4f" states.!2 In new luminescent materials for
plasma and flat panel displays, the performance limitations
of potential red and blue electroluminescent materials may
arise from field-induced or thermal ionization of the rare-
earth ions."

Most past experimental and theoretical work to locate 4/
energies relative to the crystal’s electronic states has focused
on metals and mixed valence materials, particularly cerium
compounds;l“‘15 however, there have also been notable ef-
forts to characterize the 4f” energies of divalent and trivalent
rare-earth impurities in insulating host materials. X-ray pho-
toemission spectra of the valence band and 4f electrons have
been examined by Wertheim et al.'® for the full series of
rare-earth trifluorides, where both the final-state structure of
the 4f photoemission and general trends in the 4f binding
energies were noted. Much of the work on optical materials
has involved optical measurements of transition energies us-
ing excited-state absorption or photoconductivity and has
arisen from the search for blue and ultraviolet laser materials
based on the high-energy transitions of the divalent and
trivalent rare earths.>~>'"!3 The need for more efficient phos-
phor and scintillator materials has led to measurements of the
position of the 4f" levels relative to band states in oxides
containing Ce**, Pr**, Eu?*, Yb**, and Lu®* as both im-
purities and host constituents.'*® Pedrini et al.?® have also
characterized the 4f" levels relative to band states by study-
ing the photoionization thresholds of the divalent rare-earth
ions in several alkaline-earth fluorides and comparing them
to thresholds calculated from an electrostatic point-charge
model.

III. APPARATUS AND SAMPLES

The photoemission experiments were performed on the
Iowa State/Montana State ERG/Seya beam line at the Uni-
versity of Wisconsin-Madison Synchrotron Radiation Center.
The Aladdin electron storage ring was operated at 800 MeV
or 1 GeV and the synchrotron radiation was dispersed with a
combined ERG/Seya monochromator.?! The extended range
grasshopper (ERG) monochromator was used for these ex-
periments and operated primarily in the energy range of
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125-185 eV, with the resolution varying between 125 meV
and 275 meV, respectively. The focused spot size at the
sample position was 1 mm by 20 wm for these experiments.
The measurement end station on the beamline consisted of
three chambers. The air interlock allowed for introduction of
a sample from atmosphere into the main analysis chamber
without breaking its vacuum. The midchamber located be-
tween the air interlock and the main chamber was used to
outgas the sample and holder before introduction into the
main chamber. The main chamber featured a VSW HAS50
angle-resolved hemispherical energy analyzer on a double-
axis goniometer, a manipulator with three translational and
three rotational degrees of freedom, a sample cleaver, a low-
energy electron flood gun, an Ar* sputtering gun, and a mag-
nesium evaporator. The analyzer was operated with constant
electron pass energy providing a resolution of 250 meV;
thus, the total instrumental resolution varied between 275
meV and 375 meV for the photon energies used. The ana-
lyzer was aligned to collect electrons emitted normal to the
sample surface to maximize the photoemission sampling
depth, and the photon beam was typically incident at ~30°
from the surface normal.

The materials studied in this work were rare-earth-doped
yttrium aluminum garnets (R, Y;_,Al;0;,), which belong to
the cubic space group Ja3d (number 230).2? Rare-earth con-
centrations greater than 5% were required to clearly observe
the 4f photoemission with the current experimental arrange-
ment. Ions larger than Gd** could not be doped into YAG
with sufficient concentration for this series of experiments
due to the increasing mismatch of ionic radius with Y>*,
which limited the materials that could be studied to the
heavier rare-earth jons (Gd*>* to Lu®*). Measurements were
made on undoped YAG and rare-earth-doped samples with
atomic concentrations ranging from 7% (x=0.21) to the sto-
ichiometric rare-earth aluminum garnets (x =3). The single-
crystal GdAG, TbAG, DyAG, and HoAG samples were
grown from flux by S. Mroczkowski at the Department of
Applied Physics, Yale University. All other samples were
single crystals grown at Scientific Materials Corporation
(Bozeman, MT) using the Czochralski method.

Due to the surface sensitivity of the photoemission pro-
cess, particularly in the 100—200 eV energy range, surface
purity was essential. To ensure clean surfaces, all samples
were fractured in situ using the sample cleaver while the
vacuum in the chamber was maintained at 10™% Torr or bet-
ter at all times. Since YAG has no cleavage planes, fracturing
the sample resulted in surfaces with random orientations that
were typically uneven across the crystal and of visibly rough
texture. No attempt was made to orient the samples. The
photon beam was focused onto the smoothest region of each
surface to minimize potential depth of field effects. No ob-
servable surface contamination was present in any spectra,
although a broadening of several meV per minute was ob-
served, possibly due to development of deep differential
charging in the sample or relaxation of the fractured surface.
To maintain the best possible surface quality for all collected
spectra, the samples were refractured whenever spectral
broadening became apparent. Each new surface was oriented
differently due to the unconstrained nature of the fracture; as
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a result, spectra were collected with several surface orienta-
tions for each sample. There was no observable dependence
on orientation in the experimental spectra, and all results
presented here represent an average over several orientations.
Both argon ion sputtering and sample heating were tested as
alternate preparation methods; however, we found that sput-
tering significantly broadened the spectral features, while
heating tended to produce metallic features in the spectrum,
presumably from a depletion of oxygen from the surface.

IV. SAMPLE CHARGING CONSIDERATIONS

The process of photoemission ejects electrons from the
sample being studied and thus generates a positive charge in
the sample. In metals and semiconductors, the conductivity
of the sample is sufficient to compensate any removed
charge and maintain the sample at a uniform potential. In
insulators such as YAG, the resistance of the sample is large
enough that a significant positive potential will develop in
the region of photoemission. The induced voltage retards
ejected photoelectrons, reducing their kinetic energy at the
detector and producing an apparent increase in the measured
binding energies.”* Nonuniform charging of the sample can
also cause electrons originating from different regions of the
sample to experience different retarding potentials. This dif-
ferential charging effect produces an overall broadening in
the observed spectrum and may cause peak shapes to become
distorted.” Sample charging is highly dependent on crystal
purity and experimental conditions, and combinations of
electron flooding and spectral calibration to a reference peak
are commonly used to compensate for its effects.?®

For the YAG samples studied, photoemission resulting
from the applied ultraviolet light rapidly generated a poten-
tial on the sample that was large enough to prevent observa-
tion of direct photoemission. To overcome this difficulty, an
electron flood gun was used to partially compensate the posi-
tive charging from photoemission. We found that flooding
electrons with low kinetic energy (~ 10 eV) minimized dis-
tortion and broadening of the spectral features. Residual
charging shifts varied from a few eV to tens of eV for the
different samples examined and were extremely sensitive to
photon energy, surface orientation, and surface quality. Se-
quences of spectra were recorded independently to monitor
time-dependent charging shifts and ensure that there was no
drift of the spectrum during the period of data acquisition. To
further minimize the effect of time-dependent charging
shifts, the maximum acquisition time was restricted to sev-
eral minutes or less and the spectra were individually cali-
brated and then averaged together to obtain the final spec-
trum. The aluminum 2p photoemission peak was used as a
reference for removal of relative charging shifts between dif-
ferent spectra of an individual sample. To check for shifts in
the binding energy of the Al 2p peak for different samples
fractured in sifu, magnesium was evaporated onto a fractured
surface of each sample and the position of the Al 2p peak
was measured relative to the metallic Mg 2p peak. The bind-
ing energy reference was established using the common
method of placing the carbon 1s peak at a binding energy of
290 eV relative to the vacuum level (a value of 285 eV is
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often used when binding energies are referenced relative to
the Fermi level of the analyzer).””?® The calibration was de-
termined by measuring the positions of the core levels in
pure YAG relative to the carbon 1s peak, and then using the
Mg 2p and Al 2p peaks for subsequent binding energy cali-
brations. No carbon was observed on any samples fractured
in situ; therefore, the binding energies were determined using
the position of the small carbon 1s signal originating from
adventitious carbon contamination on a YAG sample frac-
tured in air. The measured binding energy of the center of the
Al 2p peak was 78.8 eV for all samples studied, which
agrees well with previous x-ray photoemission studies of
core levels in YAG.? Since the precise binding energy of
carbon 1s depends on the chemical environment (varying
between 290 eV and 291 eV for hydrocarbon contaminants)
(Ref. 27) and contact potentials present in the electron ana-
lyzer, absolute binding energies determined by calibrating to
carbon 1s may exhibit a systematic shift relative to their true
values; however, any systematic shift in the binding energies
does not affect measurements of relative binding energies.

Differential charging was a source of broadening in the
spectra and arose from several sources such as the irregular
nature of the fractured surfaces, inhomogeneity in the light
intensity over the focused spot, reduced probability for elec-
tron escape for ions further from the surface, and electric
fields originating from regions of the crystal not directly il-
luminated. The differential charging produced low-binding-
energy tails on all of the spectral features as well as an over-
all broadening. A broadening that varied from 1.5 eV to 2.5
eV was observed in all spectra and was primarily attributed
to differential charging, although lifetime broadening could
also be a significant contribution.

In addition to simple broadening, spectral distortion due
to differential charging was also observed in all spectra. The
most obvious distortion was a double-peaked structure
present in the spectra of all samples for the photoemission
peaks of both lattice constituents and metals evaporated onto
the crystals. The double peaks had a relative shift that varied
from 2 €V to 8 eV and an intensity ratio of roughly 1:5, with
the weaker feature corresponding to regions of lesser charg-
ing. The same relative intensity and energy shift was ob-
served for every photoemission peak in each spectrum, al-
though the values could be significantly different for spectra
taken at separate times. The relative intensity and energy
shift observed in each spectrum was strongly dependent on
all aspects of the experiment including sample alignment,
electron gun current, source intensity, photon energy, and
surface morphology. This effect was clearly due to differen-
tial charging and was attributed to a small transverse inten-
sity variation over the source beam.

Since the charging distortion varied significantly between
spectra, it was necessary to remove this effect from the data
to permit the most accurate comparisons and consistent mea-
surements. The observed peak shapes suggested modeling
the measured spectra as resuiting from simultaneous photo-
emission from two separate regions of the sample with dif-
ferent surface potentials. This model viewed the spectrum as
composed of two spectra that were identical except for a
relative shift, different intensities, and a relative change in
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FIG. 1. Example of photoemission spectrum before and after
removal of charging distortion (see Sec. IV). (a) The solid line
shows the photoemission spectrum of 25% Yb:YAG (hv
=181.5 eV) which is composed of two components with a relative
charging shift, and the dotted line is the estimate of the smaller
component of the spectrum as determined from fitting. (b) The dif-
ference of the two spectra in the upper plot. The model used to
determine the shape of the subtracted spectrum forces the two com-
ponents to be identical except for a relative shift, different intensi-
ties, and a relative broadening. For this example, the weaker com-
ponent [dotted line in (a)] corresponds to the stronger component
(b) shifted by 4.8 eV, scaled by 0.16, and broadened by 100 meV.

broadening. A relative broadening was included to allow for
variations in differential charging between the two regions of
the sample, with the weaker feature typically broadened by a
few hundred meV relative to the stronger feature. This model
was sufficient to separate the two components present in the
spectrum without making further assumptions regarding the
actual shapes of the photoemission peaks. A nonlinear fitting
routine was used on the relatively sharp Al 2p photoemission
peak in each spectrum to determine the relative shift, inten-
sity, and broadening of the two components in the model.
This model produced excellent results for removal of the
charging distortion, and the parameters determined from fit-
ting the Al 2p peak were effective in describing the charging
distortion for all features in each spectrum. Figure 1 shows
an example of this process for 25% Yb:YAG. The distortion
present in the valence band region is relatively small, but
must be removed in order to make precise comparisons be-
tween spectra.
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V. ANALYSIS OF 4f AND VALENCE BAND
PHOTOEMISSION SPECTRA

Photoemission spectroscopy measures the kinetic energy
distribution of electrons ejected from a sample exposed to
monochromatic light. These energy distribution curves may
be used, together with knowledge of the photon energy, to
infer the binding energy distribution of the electronic states
in the sample. In addition to the features arising from the
direct emission of electrons from the sample, a background
due to inelastically scattered, or secondary, electrons is also
present in the photoemission spectrum. This secondary elec-
tron background was removed from each individual photo-
emission peak when comparing and analyzing spectra. To
subtract the background, the well-known Shirley method was
employed in which the magnitude of the secondary electron
background at any kinetic energy is approximated as propor-
tional to the total direct photoemission at higher kinetic
energies.>® This model was applied iteratively until the esti-
mated background matched the actual background on both
sides of the photoemission peak under consideration.

The photoemission spectrum contains information about
both the 4 electrons of the rare-earth impurity and the elec-
tronic states of the host crystal, allowing the energies of the
states to be measured relative to a common reference. In Sec.
V A, we outline the use of resonant photoemission to identify
and extract the 4f component of the crystal’s photoemission
spectrum. Sections VB and V C discuss the analysis of the
structure of the 4f and valence band photoemission, respec-
tively. In Sec. VD, the binding energy measurements are
summarized and discussed.

A. Separating the 4f and valence band photoemission spectra

One of the difficulties in measuring the position of the
4f" levels using photoemission is that they often overlap the
host valence band. To extract the 4f component of the spec-
trum, we employed the technique of resonant photoemission
spectroscopy, which exploits resonances in the photoemis-
sion cross section through the flexibility provided by syn-
chrotron radiation.! For the partially filled 41 shell of rare-
earth ions, a “giant resonance” in the 4f photoemission
occurs for photon energies that excite the atomic 4d'%4 " to
4d°4f"*! transition of the ion.>'>*! This transition energy
lies between 100 eV and 200 eV for the trivalent rare-earth
ions,32 and the technique of constant initial-state-energy
spectroscopy (CIS) (Ref. 33) was used to locate the precise
position and shape of this resonance for each rare-earth ion
studied in YAG. CIS measures the photoemission cross sec-
tion as a function of photon energy; thus, the 4f resonance
can clearly be discerned in the CIS spectrum of the valence
band region (~5 eV to ~20 eV binding energy) for pho-
ton energies from 100 eV to 200 eV. An example CIS spec-
trum for DyAG is displayed in Fig. 2, as well as photoemis-
sion spectra taken at four different photon energies ranging
from the minimum of the 4f photoemission to the maximum.
The shape of the resonance in the 4f photoemission shows a
complex structure due to both the 4f level structure and
coupling to the 4d hole, with the individual components ex-
hibiting a distinctive Fano line shape resulting from interfer-
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FIG. 2. The 4d to 4f resonance in the 4f photoemission of
DyAG. (a) The constant-initial-state energy spectrum (CIS) of the
valence band region (5-20 eV binding energy) of DyAG showing
the 4d to 4f resonance in the 4f photoemission. The dashed line
shows the trend of the combined valence band and 4f cross section
outside of the resonance. The four dotted vertical lines indicate the
photon energies used in generating the 4f spectra (hv,
=1495 eV, h1,=1505 eV, hv;=1575 eV, and hu,
=161.0 eV). (b) The energy distribution curves (EDC’s) corre-
sponding to the four photon energies indicated in the CIS spectrum.
The photoemission spectra have all been normalized to the intensity
of the Al 2p peak and the charging effects have been removed as
discussed in Sec. IV. '

ence between the resonant 4d to 4f Auger component and
direct 4f component of the photoemission.'”* This interfer-
ence effect causes the total 4f photoemission to be initially
suppressed and then enhanced as the photon energy is in-
creased. Because of the relatively large change in the 4f
photoemission cross section over this region, the 4f compo-
nent may be extracted by subtracting a spectrum taken at the
minimum of the 4f photoemission from a spectrum taken at
the maximum, scaled by a factor to compensate for the small
change in the valence band cross section,> as shown for 7%
Gd:YAG in Fig. 3. The scaling factor, with typical values of
1.0-1.1, is necessary to ensure that the valence band contri-
butions in both spectra are equal and therefore cancel when
taking the difference. The precise values of the scaling fac-
tors were determined by measuring the CIS spectra of both
the valence band and Al 2p peak in undoped YAG and then
using the measured photoemission intensity of the Al 2p
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FIG. 3. Example of extracting the 4f component of the photo-
emission spectrum. (a) Spectra taken at the minimum (hv
=144.0 eV) and maximum (hr=148.5 eV) of the 4f photoemis-
sion for 7%Gd:YAG. The spectra have been scaled so that the va-
lence band component has the same amplitude in both spectra. (b)
The difference of the two curves in (a) gives the Gd®>*4f photo-
emission.

peak in each spectrum to normalize for both the overall elec-
tron yield and changes in the valence band cross section.
Because the photon energy dependence of the cross section
was determined from undoped YAG, any potential resonance
in the valence band resulting from hybridization of the 4f
electrons with the valence band was ignored; nevertheless,
this effect should be small since mixing of the 4f" states
with the valence band is expected to be negligible. Once the
4f spectrum was obtained, an estimate of the valence band
spectrum was acquired by subtracting the small 4f compo-
nent from the spectrum taken at the minimum of the 4f
photoemission.

For Lu®*, an alternate method was necessary to obtain the
4f spectrum since there is no 4d to 4f transition because of
the filled 4f shell. The Lu** spectrum was extracted by us-
ing the different photon energy dependence of the photo-
emission cross sections of the rare-earth 4f electrons and
valence band electrons, which are primarily of oxygen 2p
character in YAG.*® Over the energy range of 100-200 eV,
the 4f cross section remains nearly constant while the oxy-
gen 2p cross section rapidly decreases.’” As a result, the
Lu* spectrum may be obtained by subtracting a spectrum
taken at low photon energy from a spectrum taken at high
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FIG. 4. Representative data for each ion studied. Solid lines
represent measured 4 photoemission spectra with the secondary
electron background subtracted and dotted lines are fits to the the-
oretical final state structure (see Sec. V). The vertical lines represent
the underlying energy level structure and their height represents
their relative contribution to the photoemission (only states that
contribute more than 0.1% are shown). The valence band of YAG
has been plotted for reference, with the position of the valence band
maximum shown as a vertical line.

photon energy, scaled such that the valence band contribu-
tions are equal in both spectra.

Once the photon energies corresponding to the minimum
and maximum of the 4f photoemission were determined,
spectra were taken for several photon energies between these
extremes and compared in a pairwise manner to produce a
series of 4f spectra. All generated 4f spectra were compared
for consistency in both the removal of charging effects and
compensation of the different valence band cross sections.
Final 4f spectra were generated for each sample by averag-
ing the 4f spectra obtained from each pair of photon ener-
gies. Since any peculiarities in the spectra due to charging
distortions or calibration errors were usually different for
each spectrum, the averaging process tended to reduce dis-
tortions to a simple broadening that minimized the possibil-
ity of systematic errors. The 4f spectra for a representative
concentration of each rare-earth ion studied are given in Fig.
4, along with the spectrum of undoped YAG.

B. Analysis of 4f photoemission final-state structure

The 4f photoemission spectra show structure that extends
over a range of up to 10 eV corresponding to excitation of
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upper electronic states of the tetravalent rare-earth ions.3%3°

This structure arises because the photoemission process may
leave the emitting ion in an excited state, reducing the kinetic
energy of the ejected electron, and therefore resulting in an
apparent increase in binding energy due to the final state of
the system. The contribution to the photoemission spectrum
from each final state can be described by the projections of
the 4f" ground-state wave function—with a single electron
removed—onto the electronic states of the 4/~ ! configura-
tion; thus, the energy levels of the tetravalent ion each con-
tribute to the observed photoemission to a varying degree.
The relative magnitude of each level’s contribution to the
photoemission spectrum was estimated using the fractional
parentage method described by Cox.*® The relative energies
of the components present in the photoemission final-state
structure are given by the energies of the 4"~ ! levels of the
tetravalent ion, which may be approximated by the well-
known level structure of the isoelectronic trivalent ion,*! ex-
panded by 5%—15% to account for the enhanced effective
nuclear charge of the tetravalent ion.>® This approximation of
the tetravalent energy levels and their relative contributions
to the photoemission structure is sufficient for quantitative
interpretation of the 4f photoemission spectra and determi-
nation of 4f binding energies.

The parameter of greatest interest for this study is the 41
ionization threshold—the energy required to remove one 4f
electron and leave the remaining tetravalent rare-earth ion in
its ground state. Although the low-binding-energy edge of
the 4f photoemission gives a rough estimate for the ioniza-
tion threshold, broadening obscures the exact location, re-
quiring a method for determining the binding energy of the
ground-state component of the final-state structure to facili-
tate a quantitative analysis of the results. To obtain a precise
measurement of the 4f ground-state binding energy, the the-
oretical final-state structure of the 4f photoemission, includ-
ing spin-orbit splittings, was fit to the observed 4f photo-
emission. The fitting process adjusted the energy, intensity,
and broadening of the theoretical final-state structure to
match the observed spectra. The energy scale factor due to
the enhanced effective nuclear charge was also allowed to
vary within the expected range of values during the fitting
process since the exact values are not known. The fit of the
theoretical final state structure to the observed 4f spectrum is
displayed in Fig. 4 for each rare-earth ion studied, where the
dotted line is the fit and underlying tetravalent energy levels
are shown as vertical lines. The height of each vertical line
represents its relative contribution to the photoemission and
only states that contribute at least 0.1% to the total intensity
are shown. By matching the predicted spectra to the mea-
sured spectra, particularly for the low-binding-energy region
of the 4 f photoemission, the binding energy that corresponds
to leaving the tetravalent ion in its ground state was esti-
mated and compared to the energy of the VBM. The agree-
ment between the predicted structure and data is not perfect
due to approximations in the calculation of the final-state
structure, residual valence band contributions, and distortion
from differential charging. Using more accurate wave func-
tions in the calculations of the final-state structure would also
improve the agreement, particularly for terbium;>° however,
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FIG. 5. Circles represent the measured photoemission spectrum
of undoped YAG (hv=125.0 eV) with the secondary electron
background subtracted. The dotted line is proportional to the theo-
retical valence band photoemission cross section at this photon en-
ergy obtained using the results of Refs. 36 and 37. The solid line is
the theoretical shape broadened by 1.8 eV and scaled to match the
experimental data. By comparing the theoretical curve to the data,
an estimate of 8.7 eV is obtained for the binding energy of the
valence band maximum.

this description of the final-state structure is adequate to de-
termine the energy of the ground-state component with an
estimated accuracy of several hundred meV. For most
samples, the 4f spectra appeared to exhibit an additional
broadening of 0.5—1.5 eV relative to the broadening of the
valence band and core levels, possibly due to changes in
differential charging and calibration between the different
spectra used to generate the 4f spectra or lifetime broaden-
ing of the 4f photoemission.

C. Analysis of valence band photoemission

Since we are interested in measuring the energies of the
4f electrons relative to the band states, as well as the effects
of the rare-earth doping on the host lattice, an estimate for
the binding energy of the VBM is required for each material
studied. The photoemission spectrum of undoped YAG is
plotted in Fig. 5, with the charging effects and secondary
background removed. The VBM corresponds to the low-
binding-energy edge of the valence band but experimental
broadening obscures the exact location, making a precise
measurement difficult. To overcome this difficulty, the ob-
served valence band photoemission was compared to theo-
retical calculations. The theoretical shape of the valence
band photoemission was estimated from the atom-resolved
partial density of states calculations of Xu and Ching>®
weighted by the calculated atomic photoemission cross sec-
tions from Yeh and Lindau.3” The theoretical cross section
broadened by 1.8 eV gave excellent agreement with the ex-
perimental data, allowing an estimate for the underlying
VBM to be obtained. Using this method, a value of 8.7 eV
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TABLE 1. Measured 4f electron ground-state binding energies
(BE) relative to the valence band maximum for all samples studied.
Following the usual sign convention for binding energies, positive
values lie below the valence band maximum and negative values lie
within the band gap.

Dopant ion Concentration A BE (eV)
Gd 7% 438
Gd 100% 44
Tb 100% -0.7
Dy 100% 1.5
Ho 100% 2.1
Er 30% 2.5
Er? 30% 23
Er 50% 2.5
Er 100% 2.1
Tm 10% 2.1
Tm 100% 1.9
Yb 10% 2.8
Yb 25% 3.0
Yb 50% 3.0
Yb 100% 3.0
Lu 50% 4.7
Lu? 70% 4.7
Lu 100% 4.6

Measured in 30% erbium doped lutetium aluminum garnet.

was determined for the binding energy of the VBM. A simi-
lar procedure was performed to determine the position of the
VBM for each sample studied.

No significant dependence on crystal orientation was ob-
served in the spectra, and the measured results represent an
average over several random crystal orientations. This result
is expected since the top of the valence band in YAG is very
flat, with maximum variations of less than a few hundred
meV throughout the Brillouin zone.>® A flat valence band is
characteristic of yttrium and aluminum oxides and implies
that the relative energy of the VBM and 4f" states has very
little orientation dependence in this class of materials.

D. Results of measurements and analysis

The measured binding energies of the 4f" ground states
are given in Table I for all samples studied. Since the VBM
exhibited a constant binding energy for all samples to within
the experimental accuracy, and energy differences are unaf-
fected by errors in absolute calibration, the position of the
4f" ground states are referenced relative to the VBM binding
energy of 8.7 eV. Of the ions studied, Tb**, which was 700
meV above the VBM, was the only ion with its 4f" ground-
state energy within the host band gap. The 4f" ground states
of all other ions studied were degenerate with valence band
states, with Lu®>* having the lowest ground-state energy at
4.7 eV below the VBM.

To study the effects of concentration on the energy level
structure of the samples, rare-earth concentrations varying
between pure YAG and the stoichiometric rare-earth alumi-
num garnets were examined. Although information about the
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valence band could be obtained from all samples, the limita-
tions of the experimental arrangement prohibited extraction
of useful 4f spectra for samples with concentrations lower
than 5%. A comparison of the 4f spectra of each ion for
different concentrations revealed that, while the photoemis-
sion intensity was roughly proportional to the concentration
as expected, the 4f binding energies were unchanged within
the experimental accuracy of several hundred meV for the
full range of concentrations studied. Additional comparisons
of measurements on erbium-doped yttrium aluminum garnet
and erbium-doped lutetium aluminum garnet did not reveal
any significant shift in the Er’* binding energy. This may
also be viewed as a lack of concentration dependence where
the yttrium has been replaced by lutetium rather than the
particular rare-earth ion being studied.

The results discussed above indicate that binding energies
obtained for one concentration may be used as an estimate
for all concentrations, to within the current experimental ac-
curacy of several hundred meV. Further measurements are
required to determine whether there are observable concen-
tration shifts in other materials, with effects more likely to be
observed for materials where the rare earths substitute for
ions with a significantly different radius or materials in
which the rare-earth ions compose a large fraction of the host
volume.

Except for slight changes in the overall shape, the valence
band remained essentially unchanged by the addition of rare-
earth ions, and the valence band maximum maintained a con-
stant binding energy within the experimental accuracy. The
dominant oxygen 2p character of the electronic states com-
prising the valence band, particularly in the low-binding-
energy region, might exglain the limited effect of the rare-
earth ion concentration.*® In contrast, the strong yttrium and
rare-earth character of the low-energy conduction band states
might predict a dependence on both rare-earth ion and con-
centration for the band gaps of the materials.

VI. SYSTEMATIC BEHAVIOR OF THE 4f BINDING
ENERGIES

There are several approaches to modeling the binding en-
ergies of localized electronic levels in a crystalline environ-
ment such as density-functional theory,42 the renormalized
atom approach,43 thermodynamic arguments,‘14 and electro-
static methods.?® One model applicable to localized levels in
an ionic host lattice is the electrostatic point-charge model,
which was first applied to the estimation of ionization thresh-
olds by Pauling.*> Various versions of this model have since
been used to predict the relative binding energies of core
levels, absolute binding energies of electrons, excited-state
absorption energies, and photoionization thresholds, !7-18:2046
The essence of this model is to consider the lattice as con-
sisting of point charges with integer valence, and then to
calculate the shift in binding energy resulting from the elec-
trostatic interactions between the ion and host. In this pic-
ture, we view the free-ion electron binding energy—which
by definition is measured relative to the vacuum level—as
being shifted by the electrostatic potential, or Madelung po-
tential, of the lattice site that the ion occupies. Other effects
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that must be considered in these calculations include (in or-
der of decreasing importance) polarizability of the lattice,
distortion of the lattice site due to the presence of the impu-
rity, interatomic Born repulsive energies, and van der Waal’s
forces. These terms are generally of significant magnitude
compared to the total binding energy, with the final result
arising through partial cancellation of relatively large ener-
gies with opposite signs, requiring that all effects be calcu-
lated precisely. Because of this complexity, calculations of
absolute binding energies based on this method are generally
of limited accuracy and difficult to extend to more than a few
materials because of the amount of information needed for
accurate calculations.

A, Shift of the ionization potential

Regardless of the accuracy in predicting absolute binding
energies, one significant consequence of an electrostatic
model is that the differences in binding energies for different
ions should be approximately equal regardless of the host
material. These binding energy differences are most easily
found from differences of the known trivalent rare-earth free-
ion ionization potentials,*” which correspond to 4f electron
binding energies in the free ions. The shielded nature of the
4f electrons in the trivalent rare-earth ions should provide an
ideal case for application of this model, whereas, for most
ions, this is an oversimplification due to the electronic mix-
ing with the lattice (covalency) and the changes in the ionic
and electronic radii. To test this approximation, we have
compared the differences in published values of the free-ion
ionization potentials to the measured 4f binding energies in
YAG. This is shown in Fig. 6, where our measurements are
represented by circles on the plot and the shifted free-ion
ionization potentials correspond to the dotted line. The uni-
form binding energy shift was determined by shifting the
average of the free-ion ionization potentials to the average of
the measured binding energies, resulting in a shift of 31.6 eV.
This simple model gives reasonable agreement with the ex-
perimental data to within the combined error bars of the pub-
lished values for the ionization potentials and the experimen-
tal error in determining the binding energies. Due to the
phenomenological nature of this model, it has the potential to
describe effects not incorporated in an electrostatic model.

The agreement between the simple electrostatic model
and the measured binding energies suggests several methods
for estimating the 4f electron binding energies for a series of
ions from a single measurement. For example, measurements
for one rare-earth ion in a material should give an estimate
for the energies of all the rare-earth ions by considering the
differences in the free-ion ionization potentials. Since this
method relies on the similarity in ionic radii, the accuracy of
the estimate would decrease for larger changes in the ionic
radius. For materials in which the rare-earth ion substitutes
for yttrium, which has an ionic radius similar to the rare
earths, the electrostatic model suggests the possibility of es-
timating rare-earth binding energies from the shift in the yt-
trium ion binding energies. This method would use the in-
trinsic yttrium ion in a host crystal as a “probe” for
determining the effective electrostatic interactions at the lat-
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FIG. 6. Systematic behavior of 4f binding energies relative to
the valence band maximum. Circles represent our measured binding
energies relative to the VBM (at 8.7 eV); negative binding energies
are within the band gap of the host and positive energies are below
the VBM. The dotted line is the fit of the empirical model to our
measured values without considering the effect of ionic radius. The
solid line is the fit of the model to our measured values including
the effect of ionic radius. The error bars on the model are due to
uncertainty in the values of the free-ion ionization potentials and the
error bars on the extrapolated values for Eu** through Ce®* include
the uncertainty due to the accuracy of the fitting parameters. The
triangles represent estimated positions from excited-state absorption
and photoconductivity measurements in Refs. 4, 5, and 20. The
diamond is the estimated position in EuGG from Ref. 52. Note that
the bottom of the conduction band lies at about —6.5 eV.

tice site, and then use this information to predict the effect of
the lattice on the binding energies of a rare-earth ion placed
at that site. For trivalent yttrium, the least bound electrons
belong to the filled 4p shell, with a free-ion ionization po-
tential of 61.8 eV.*® The photoemission spectrum of the yt-
trium 4p electrons shows the final-state structure due to the
spin-orbit splitting of the J=3/2 and J= 1/2 levels, where the
splitting is 1.2 eV and the J=3/2 level is the ground state of
the ionized yttrium.49 Thus, in a manner similar to the
method used for rare-earth ions, the electron energy that cor-
responds to leaving the tetravalent yttrium ion in its ground
state may be determined by measuring the position of the
4p;p, level from the photoemission spectrum. In oxides, the
oxygen 2s peak lies a few eV below the yttrium 4p peaks,
requiring that the oxygen and yttrium peaks be fit simulta-
neously. The measured position of the 4p,, level is 30.4 eV
in YAG, giving a shift of 31.4 eV relative to the free-ion
value, which agrees well with the 31.6 eV shift measured
from the rare-earth jons. In the simplest approximation, the
binding energy shift should be uniform for all core levels,
allowing an estimate to be obtained from the shift of one of
the well-resolved core levels. For example, the measured
3dsp peak in YAG is at 162.5 €V and should be ~132.7 eV
from 4ps;,,* giving a shift of 32.0 eV. This agreement sug-
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gests that analysis of the undoped host’s photoemission spec-
trum may be sufficient to predict the 4f electron energies of
the rare-earth ions with an ionic radius similar to yttrium’s.

B. Effect of ionic radius

The electrostatic model may also be used to extrapolate
our observed binding energies in YAG to the lighter rare-
earth ions, but the effect of the change in ionic radius must
be included in the model to obtain accurate estimates for ions
with a radius significantly different from yttrium. This effect
arises primarily from the distortion of the lattice site caused
by the presence of the rare-earth ion and was first considered
by Pedrini et al.'? for the case of divalent rare-earth ions in
the fluorides, where it was found to be important for describ-
ing the observed 4f photoionization thresholds. Any change
in the ionic radius affects all of the terms in the electrostatic
model through the corresponding changes in bond lengths; as
a result, theoretical calculations of this effect would require
precise knowledge of the lattice distortions induced by the
presence of the impurity ion. Fortunately, the change in ionic
radius across the rare earths is small enough to allow the net
effect to be modeled as linear in ionic radius. This approxi-
mation allows the proportionality constant to be treated as an
empirical parameter that can be determined from measure-
ments on two different ions, with comparison of Ce?* and
Lu** giving the best estimate. Since this approach to the
electrostatic model only contains two unknown parameters,
measurements on two different rare-earth ions in an ionic
host should be sufficient to predict the positions of all the
remaining ions in that host, even when substituting for ions
with a significantly different radius.

Using the two-parameter model, we extrapolated our mea-
surements for YAG to the lighter rare-earth ions as shown in
Fig. 6. This empirical model is given by the following equa-
tion: Egp=I—E+ ag(R—Ro)—Evypy, where E; is the 4f
binding energy relative to the VBM, [ is the free-ion ioniza-
tion potential, E; is the intrinsic electrostatic effect of the
lattice (E;=31.6 eV), ay is the binding energy shift per
unit change in ionic radius, R and R are the effective ionic
radii of the trivalent rare-earth and yttrium ions in eightfold
co-ordination (Ry,=1.019 A),® and Ey ), is the binding en-
ergy of the valence band maximum (Eypy,=8.7 eV). The
dotted line in Fig. 6 corresponds to this model with a con-
stant binding energy shift (ax=0), and the solid line corre-
sponds to the full model (agx¥0). The error bars in Fig. 6
represent the uncertainty in the free-ion ionization potentials
for the ions studied, while the error bars on the extrapolated
values for Eu* through Ce** also include the uncertainty in
the extrapolation due to the accuracy of the two fit param-
eters. The effect of the ionic radius was determined by fitting
our data to the linear model for the deviation from the free-
ion ionization potentials, weighted by the accuracy of the
free-ion ionization potentials used in the model. The result-
ing fit to our measurements indicates an ag=38.3 eV/ A ef-
fect in YAG arising from the change in ionic radius. This
causes the estimated binding energy of Ce** to be increased
by 1.0 €V and the estimated binding energy of Lu’* to be
reduced by 0.35 eV. The origin of this shift can be under-
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stood in terms of the effect on the ion’s nearest neighbors. An
increase in ionic radius increases the distance to the nega-
tively charged neighbors, therefore reducing the negative
electrostatic potential at the rare-earth site and increasing the
energy required to remove a 4f electron, while the opposite
is true for a decrease in radius. A change in radius affects the
polarization and repulsive energies as well as the electro-
static potential, but the change in lattice potential should be
the dominant contribution to the observed shifts.

It is important to note that although the electrostatic point-
charge model provided the motivation for describing the 4f
binding energies with a two-parameter model, the limitations
of the electrostatic model do not necessarily apply to the
empirical model. An empirical treatment avoids weaknesses
of the electrostatic point-charge model, such as failure to
consider covalency in the lattice, details of the charge distri-
bution, and modifications of the atomic contributions to the
binding energy. The two-parameter model allows the effects
of these processes to be incorporated into the empirical con-
stants even though they cannot be adequately treated within
the theoretical framework of a purely electrostatic model.
The success of this empirical picture of the rare-earth bind-
ing energies is derived from the well-known chemical simi-
larity of the rare-earth ions and their similar response to the
host lattice. Thus, we expect that the empirical two-
parameter model will have much wider applicability than a
purely electrostatic model, allowing an extension to a wide
range of materials, possibly including materials with signifi-
cant covalency such as semiconductors.

C. Comparison with optical measurements and extension
to related hosts

Excited-state absorption and photoconductivity measure-
ments on Ce:YAG and Pr:YAG allow comparisons to be
made with the extrapolation of our measurements using the
empirical two-parameter model. Estimates for the energies of
Ce’* and Pr’* relative to the VBM from these published
results are included in Fig. 6. Given that both of these tech-
niques involve transitions to the conduction band of the host,
knowledge of the band gap is necessary to determine the
energies relative to the VBM. The photoconductivity mea-
surements of Pedrini ef al.”® on Ce:YAG show that Ce®™* is
3.8 ¢V below the conduction band; thus, since the band gap
of YAG is 6.5 eV,”! this places the 4f" ground state at 2.7 eV
above the VBM, which agrees with the value of 2.4 eV
*0.3 eV extrapolated from our measurements. Excited-state
absorption measurements have been made on both Ce3*t and
Pr’* in YAG, although in both cases the absorption thresh-
olds occurred below the measured energy ranges, requiring
that the position of the rare-earth ion relative to the conduc-
tion band be estimated by extrapolating the low-energy ab-
sorption signal back to its onset. In Ce:YAG, Hamilton et al*
estimated that Ce** was 2.5 eV above the VBM, which is in
good agreement with both the photoconductivity measure-
ments and our estimate. Although there has been some un-
certainty as to whether the observed excited-state absorption
and photoconductivity signals in Ce:YAG corresponded to
direct transitions to the conduction band or to higher rare-
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earth configurations, such as 4f""16p!, the agreement be-
tween the estimated thresholds and the energies extrapolated
from our photoemission measurements supports the conclu-
sion that the final state is indeed the conduction band.® For
Pr:YAG, Cheung and Gayen® proposed that Pr’* was 1.2 eV
above the VBM, which is larger than our estimate of
0.4 eV£0.3 eV. This discrepancy could be attributed to the
combined errors in the measurements; however, it may also
indicate either that the excited-state absorption threshold in
Pr:YAG is due to the upper 4"~ 154! levels or crystal de-
fects rather than the conduction band or that the Pr** ioniza-
tion potential used in our model is too large. Further mea-
surements on Pr’*-doped materials can be used to provide a
quantitative analysis of the model’s predictions for Pr** and
the consequences for Pr:YAG.

The 4f binding energy of Eu®" relative to the VBM in
europium gallium garnet (EuGG) as determined from photo-
emission measurements is also included in Fig. 6 for
comparison.>? Although the binding energies will be shifted
relative to YAG, the effects on the VBM and 4f binding
energies are expected to be relatively small due to the similar
structure of the materials. Since the largest effect on the elec-
trostatic potential should arise from nearest-neighbor ions,
we may make a rough estimate for the energy shift of the 4f
binding energy by comparing the change in bond lengths
between the two materials with the observed effect of ionic
radius in YAG. The increase in average yttrium-oxygen bond
length in YGG compared to YAG is half of the change in
bond length between YAG and GAAG.>® Given that the esti-
mated shift between YAG and GdAG due to the change in
bond length is less than 300 meV to higher binding energy
(using ap=8.3 eV/A), we estimate that the 4 f binding en-
ergy in EuGG might only be 100—200 meV larger than in
EuAG. The effect on the VBM is more difficult to estimate,
but is probably at most a few hundred meV. The measured
value of ~3.4 eV below the VBM in EuGG is shifted to
higher binding energy as expected but is still within the un-
certainty of the predicted value of 2.8 eV*0.6 eV in
EuAG, implying that the difference in relative binding ener-
gies between the two crystals is at most several hundred
meV.

The extrapolation of our photoemission results using the
empirical model offers an opportunity to consider implica-
tions for the important solid-state laser material Nd:YAG.
The predicted energy of the Nd** ground state is 900 meV
below the VBM in YAG, which places the 4f” ground state
at 7.4 eV below the bottom of the conduction band. This
shows that the single-photon absorption threshold from the
Nd** ground state to the host conduction band is expected to
occur at an energy significantly higher than the fundamental
absorption of YAG. Ionization of the Nd*>* through a multi-
photon process involving 1.064 um photons would require
a very-low-probability five-photon absorption from the upper
laser level, and even the high-energy photons of a flashlamp
pump source would lack sufficient energy to ionize a 4f
electron. Thus, the large 4f binding energy of Nd®* in YAG
clearly contributes to the well-known efficiency and resis-
tance to optical damage exhibited by high-power Nd:YAG
laser systems. Since the measured binding energy of the 4/
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ground state of Yb>* is even larger than for Nd**, ionization
would be even less likely to occur in high-power Yb:YAG
laser systems.

The success of these comparisons suggests that further
studies of additional host compounds will rapidly lead to a
clearer picture for the effect of the host lattice on the 4f
electron binding energies. That broad picture of the elec-
tronic structure of rare-earth-doped optical materials will
motivate fundamental theoretical analysis and will be di-
rectly useful for designing new optical materials.

Vii. CONCLUSION

Photoemission spectroscopy is a useful tool for locating
the energy of localized rare-earth impurity levels relative to
host band structure in optical materials. In particular, the
ability to measure energies of electronic states relative to a
common reference avoids many of the difficulties in inter-
pretation that are present in optical methods and provides
information that complements excited-state absorption and
photoconductivity measurements. Using synchrotron radia-
tion, resonances in the 4f photoemission cross section, such
as the 4d to 4f “giant resonance,” may be exploited to
uniquely identify the 4 component of a photoemission spec-
trum from the often-overlapping host valence band. The abil-
ity to separate the 4f spectrum from the host spectrum al-
lows the relative binding energies of the valence band
maximum and 4f electrons to be determined. This energy
separation is a material parameter that is important for many
technological applications of optical materials, such as solid-
state lasers, phosphors, scintillators, electroluminescent de-
vices, rare-earth-doped optical fibers, optical memories, and
optical processors.

To explore the systematics of the binding energies of the
rare-earth 4f" electronic states relative to the host valence
band, we have performed resonant photoemission spectros-
copy on a series of rare-earth ions doped into yttrium alumi-
num garnet. The binding energies of the 4f ground state and
the valence band maximum were measured for rare-carth
jons from Gd** to Lu®* at atomic concentrations varying
from 7% to 100%. No concentration dependence of the 41 or
the VBM binding energies was observed, suggesting that
measurements for a single concentration are sufficient to lo-
cate the binding energies for samples of any concentration;
however, we might expect a noticeable effect on the conduc-
tion band, which is primarily formed from cation electronic
states in an ionic host. To test this, a series of experiments
using a technique complementary to photoemission, such as
inverse photoemission or photoconductivity, will be required.

To explain the relative binding energies of the different
rare-earth ions, we employed an empirical model for the ef-
fect of the host lattice on the ion’s binding energy. This
model describes the differences in binding energies of the
rare-earth ions as due to differences in free-ion ionization
potentials, modified by a smaller effect due to the variation
in ionic radii. Fitting the measured binding energies gave
good agreement, with a 31.6 eV shift of the free-ion ioniza-
tion potentials and an additional 8.3 eV/A effect arising from
the difference of the rare-earth and yttrium ionic radii. This
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model was supported by further comparison with energies
obtained from published photoconductivity and excited-state
absorption measurements. The empirical model’s success in
describing the systematic trends in 4f binding energies indi-
cates that measurements on two rare-earth ions in the host
may be sufficient to predict the energies of all other rare-
earth ions in that host, particularly if the accuracies of the
free-ion ionization potentials used in the model are improved
by further comparison with measurements.

Another consequence of this model is that, when rare-
earth ions substitute for ions of similar radius, it may be
possible to obtain preliminary estimates of the rare-earth
binding energies through measurement of the binding energy
shift of the host crystal’s intrinsic ions. This method is mo-
tivated by the ionic nature of the rare-earth bonding in insu-
lating optical materials and allows the rare-earth energies to
be estimated from examination of the photoemission spec-
trum of the undoped host crystal, providing a quick and
simple technique for surveying potential rare-earth-doped
materials.

Additional data with more accurate measurements of elec-
tron binding energies will permit a detailed analysis of the
empirical two-parameter model and test the range of materi-
als for which it is applicable. Development of improved
methods for charge compensation and reducing differential
charging while ensuring maximum uniformity in the photon
beam intensity will improve the accuracy and sensitivity of
the photoemission measurements. By comparing measure-
ments in different materials with the empirical model, im-
proved estimates for the free-ion ionization potentials may
be obtained and used in the model to increase the accuracy of
its predictions. Study of new materials will undoubtedly re-
veal lattice-dependent trends that will enhance the predictive
power of the empirical model.
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Much work is still needed to advance the understanding
of relationships between localized 4f electrons and the crys-
tal band states. Measurements over the entire rare-earth se-
ries in many different host materials are required to build a
more complete picture of rare-earth-doped optical materials.
Comparison of experimental results with theoretical predic-
tions will provide insight into the electronic structure of the
crystal lattice and provide guidance for calculations of
lattice-dependent properties. By supplementing photoemis-
sion with complementary techniques such as photoconduc-
tivity, excited-state absorption, bremsstrahlung isochromat
spectroscopy, and inverse photoemission, the relationships
and interactions between rare-earth ions and the occupied
and unoccupied electronic states of the host crystal may be
thoroughly explored. With sufficient data to guide the theo-
retical treatment of these processes, it may become possible
to better understand the properties of current optical materi-
als as well as direct the development of new materials for
specific applications.
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Abstract

Relative energies of 4f™ electronic states and crystal band states are important for a fundamental understanding of
rare-earth-doped optical materials and a practical understanding of each material’s potential performance in specific
applications. With this motivation, the 4f® ground state binding energies of rare earth ions have been studied in the
gallium garnets using resonant photoemission spectroscopy and compared with the aluminum and iron garnets. The
4d-4f photoemission resonance was used to separate and identify the 4f” and valence band components of the spectra,
and theoretical 4f photoemission spectra were fit to experimental results to accurately determine electron binding
energies. A two-parameter empirical model was used to successfully describe the relative energies of the 4f® ground
states in these materials. The success of this empirical model indicates that measurements on as few as two different rare
earth ions in a host are sufficient to predict the energies of all rare earth ions in that host. This analysis shows that
systematic shifts in the relative energies of 4f states and crystal band states between different garnets arise entirely from
shifts of the band states, while each rare earth ion maintains the same absolute binding energy for all garnets studied.
These results suggest that further studies of additional host compounds using both photoemission and optical
spectroscopy will rapidly lead to a broader picture of the host crystal’s effect on 4f electron binding energies. © 2001
Elsevier Science B.V. All rights reserved.

Keywords: 4f binding energies; Resonant photoemission; Rare earth garnets

1. Introduction

Interactions between the localized 4f™ electronic
states of rare earth ions and the de-localized band
states of the crystal lattice can strongly affect the
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optical properties of technologically important
rare-earth-doped materials. In contrast to the
well-developed understanding of the electronic
structure of the 4f™ states, relatively little is known
about the relationships between these states and
the electronic states of the crystal. In recent years,
the body of knowledge on this topic has steadily
grown due to the strong interest in developing
ultraviolet lasers and more efficient phosphor
and scintillator materials. The performance of
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rare-earth-activated optical materials in these
applications can be enhanced, reduced, or even
entirely inhibited by energy exchange and
charge transfer processes between the rare earth
ions and the host crystal [1-3]. This has made it
increasingly important that the systematic
trends and behavior of rare earth energies
relative to crystal band states be explored and
characterized.

Several experimental techniques have been used
to explore the relationships between the 4f™ states
and the host electronic states, including vacuum-
ultraviolet and excited-state absorption, photo-
conductivity, and photoelectron spectroscopy.
Absorption spectroscopy provides one of the most
direct methods for measuring interactions between
the rare earth ions and the host crystal and also
allows the study of exciton and other localized
charge transfer processes that do not directly
involve the host band states. However, interpreta-
tion is often difficult because of uncertainty in the
assignment of initial and final states for observed
transitions. Photoconductivity measurements can
unambiguously assign the final state of a transition
as involving either an electron in the conduction
band or a hole in the valence band, although the
presence of electron acceptor or donor defects in
the lattice can also create ambiguity regarding the
origin of observed signals. Photoelectron spectro-
scopy, or photoemission, measures the energies of
occupied electronic states relative to a common
energy reference, providing information that can
complement optical methods. Combined with the
methods of inverse photoemission or Bremsstrah-
lung isochromat spectroscopy, which measure the
energies of unoccupied electronic states, photo-
emission can be used to provide a clear picture of
the electronic states in a material. The primary
difficulties in applying photoemission to the study
of optical materials are the requirement of ion
concentrations of at least a few atomic percent and
complications arising from electrical charging due
to :the highly insulating nature of the materials
being studied. However, in the garnets it has been
shown that energies determined from measure-
ments on highly .concentrated samples accurately
reflect the energies in:low-concentration samples
and that sample charging problems can be over-

come by combinations of experimental techniques
and data analysis [4].

This paper briefly reviews the empirical model
previously applied in the analysis of 4f electron
binding energies in the aluminum garnets and then
presents the analysis of new results obtained from
resonant photoemission of rare earth gallium
garnets (REGG).

2. Systematics of the 4f binding energies

A variety of theoretical models have been used
to predict and explain the 4f electron binding
energies observed in materials ranging from rare-
earth-doped insulators to the elemental metals.
One model well suited to rare-earth-doped insula-
tors is the electrostatic point charge model [5-8].
In this model, we view the free-ion binding
energies of the 4f electrons—which correspond
to the free-ion ionization potentials of the rare
earth ions—as being shifted through electrostatic
interactions with the host lattice. The largest
contribution arises from the large negative electro-
static potential, or Madelung potential, at the rare
earth’s lattice site. This lattice potential raises the
energies of the rare earth’s electrons, resulting in a
corresponding decrease in their binding energies.
Other significant contributions must also be
considered, such as the lattice polarizability,
inter-atomic repulsive energies, and Van der
Waal’s energies [5,6]. Due to the chemical similar-
ity of the rare earth ions and the non-bonding
character of the 4f electrons, the net shift in
binding energy is similar for all rare earth ionsin a
particular material. Deviations from this constant
shift are viewed as resulting from changes in the
ionic radius and the corresponding changes in
bond lengths [7,8]. Although these effects can be
calculated for highly ionic materials, in practice
the information that is needed is only known for
special cases where the precise changes in bond
lengths and the lattice relaxation effects can be
accurately estimated. Recently, it has been demon-
strated that an empirical form of this model can be
successfully applied to the description and extra-
polation of measured 4f binding energies in optical
materials [4]. This empirical model characterizes
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the effect of the host lattice on 4f electron binding
energies with two empirical parameters, where one
parameter describes a constant shift experienced
by all rare earth ions and the second parameter
describes a smaller dependence on the rare earth’s
ionic radius. These parameters may be determined
from measurements on two different rare earth
ions, or, in certain cases, from measurements on
the host lattice itself {4].

Another advantage of an empirical treatment is
that it may be extended to covalently bonded
materials where the ionic picture fails. This is
understood by considering the shift in binding
energy experienced by 4f electrons in a semicon-
ducting or metallic material. In this case, we again
view the free-ion values as being shifted from
interactions with the charge distribution inside of
the host lattice, with the largest contribution
arising from the average Coulomb interaction
between the 4f electrons, the charge distributions
of the bonding electrons, and the screened nuclear
charges of the ligand atoms. Since the lattice may
contain mobile charges, particularly in the metals,
we ‘must also consider a variety of relaxation
effects including screening provided by free elec-
tronic charges as well as the dielectric polariza-
bility. The resulting shift is related to the
chemical cohesive energy of the lattice site and is
similar for all rare earth ions due to their similar
chemical properties [9]. However, both the cohe-
sive energy and the screening properties are
affected by the increase in effective nuclear charge
across the rare earth series that results from the
imperfect screening provided by the additional 4f
electrons [9]. Thus, we obtain a model in which
the binding energies are shifted by a constant
value and a smaller effect that varies with the
effective nuclear charge.. Since the change in
effective nuclear charge is directly correlated to
the rare earth ion’s ionic radius, the empirical two-
parameter model for the effect of the host lattice
successfully describes the systematic variation of 4f
electron binding energies in semiconductors and
metals as well as insulators.

As an example of this model’s success in
describing 4f electron binding energies in covalent
- solids, Fig. 1 shows the application of this model
to the elemental rare earth metals. The data in
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Fig. 1. Systematic behavior of 4f binding energies in rare earth
metals. Circles and diamonds represent measured binding
energies of 4f electrons relative to the Fermi energy (Er) from
Ref. [10]; following the usual convention, states with negative
binding energies have absolute energies greater than Er while
positive binding energies lie below Er. The range in which Ce
lies is represented by a vertical bar. Circles represent metals
with the same number of 4f electrons as trivalent ions; metals
with the same number of 4f electrons as divalent ions are
represented by diamonds. The solid line is the fit of the model to
the measured binding energies (circles), and the error bars
represent uncertainty in the free-ion ionization potentials.

Fig.1 are the 4f electron binding energies relative
to the metal’s Fermi energy measured by Lang
et al. [10]. The number of 4f electrons can be
unambiguously determined from the structure of
the 4f photoemission spectrum, which provides a
unique ‘fingerprint’ of the electron configuration.
These photoemission spectra show that rare earth
atoms in the metals have the same number of 4f
electrons as trivalent ions, except for Eu and Yb,
which have a divalent 4f configuration. The 4f
binding energy of Ce was not resolved; however,
the range of energies in which it lies is indicated
on the graph. The solid line is our fit of the model
to the binding energies in the trivalent metals, and
the error bars indicate the uncertainty in the values
of the free-ion ionization potentials used in the
model. This model gives remarkable agreement
with the observed binding energies. It is interesting
that Sm metal agrees well with the model though
its crystal structure-is different than the other
trivalent metals, indicating that the difference in
crystal structure has a small effect on the 4f
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electrons in this case or possibly that both the
Fermi energy and 4f binding energy experience
equal shifts of the same sign.

3. The 4f photoemission spectra

The 4f electron photoemission often overlaps
photoemission from the host valence band, mak-
ing interpretation of features and measurement of
energies difficult. Resonant photoemission re-
moves this difficulty and allows the 4f component
of the spectrum to be unambiguously identified
and separated from the host photoemission. This
technique relies on the enhancement in 4f photo-
emission that occurs when employing photon
energies resonant with the 4d'%f™ to 4d°4f>*!
transition of the rare earth ion [11]. By comparing
spectra taken on- and off-resonance, the large
change in 4f photoemission cross-section allows
the 4f component to be extracted. Since the energy
of the resonance is specific to both the ion and its
valence, this technique also provides the advantage
of being able to separate and identify different rare
earth ions or valence states simultaneously present
in a single material.

The 4f electron photoemission exhibits structure
originating from the excited states of the 4f™~!
electronic configuration that results from the
removal of an electron during the photoemission
process [10,11]. Since the 4f binding energy is the
minimum energy required to remove a 4f electron,
it corresponds to the component of this photo-
emission ‘final state’ structure with the smallest
binding energy. To accurately determine the 4f
electron binding energies from the observed 4f
photoemission, we fit theoretical 4f photoemission
spectra to the measured spectra for each sample
studied using the method described in Ref. [4].

4. Materials and apparatus

This work was carried out on the Iowa State/
Montana State ERG/Seya beam line at the
University of Wisconsin-Madison Synchrotron
Radiation Center using the apparatus and techni-
ques described in Ref. [4]. The absolute binding

energy scale was established by placing the C 1s
photoemission peak arising from adventitious
carbon contamination at a binding energy of
290 eV relative to the vacuum level.

The single crystal EuGG, TbGG, ErGG, and
YbGG samples studied in this work were grown
from flux by S. Mroczkowski at the Department of
Applied Physics, Yale University.

5. Results and analysis

To locate the energies of the 4f electrons relative
to the host band states, the precise energy of the
valence band must be determined for each sample.
The valence bands of the gallium garnets and
aluminum garnets have very similar density of
states [12], and the technique previously used by
Thiel et al. [4] for yttrium aluminum garnet was
used to locate the valence band maximum (VBM),
which is the highest energy valence band state. A
value of 8.3eV was obtained for the binding
energy of the VBM by comparing the observed
spectrum to the theoretical photoemission cross-
section as estimated using the atom-resolved
partial density of states [12]. No shift in the
VBM was observed between samples to within the
experimental accuracy of several hundred meV.
The VBM is significantly shifted to lower binding
energy compared to the value of 8.7 eV measured
in yttrium aluminum garnet. A shift is expected
since the gallium garnets have a band gap of
~5.5¢eV, while the aluminum garnets have a larger
band gap of 6.5¢V.

An example photoemission spectrum for EuGG
is shown in Fig. 2(a). To extract the 4f contribu-
tions to the photoemission, spectra were taken
using photon energies of 137, 139, and 144¢V. By
taking the difference of the spectra at 144 and
139eV, the Eu 4f electron spectrum can be
extracted as shown in Fig. 2(b). The calculated
contributions to the photoemission cross-section
due to final state structure are shown as vertical
lines and the dotted line is the fit to the observed
spectrum, indicating a 4f electron binding energy
of 11.9, or 3.6V below the VBM.

A feature unique to EuGG was the presence of
a weaker second resonance attributed to the
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Fig. 2. Extracted 4f" photoemission spectra for EuGG. (a)
Photoemission spectrum taken with a photon energy of
hv = 144¢V. (b) Eu’" 4f photoemission spectrum obtained
from difference of spectra at hv = 144 and 139¢V. (c) Eu®* 4f
spectrum obtained from difference of spectra at Av = 139 and
137¢V. In (b) and (c), vertical lines represent underlying
photoemission final state structure and dotted lines are fits to
the observed spectrum. (d) Photoemission spectrum with the 4f
components in (b) and (c) removed. The estimated VBM energy
is shown as a vertical line.

presence of divalent Eu at the surface of the
crystal. Sm, Eu, Tm, and Yb are known to
sometimes form divalent surface layers that can
be clearly distinguished from the trivalent ions in
the bulk [9]. By comparing spectra taken at 139
and 137eV, the divalent component of the
spectrum was extracted as shown- in Fig. 2(c).
The corresponding theoretical final state structure
and fit are also shown, giving a binding energy of
6.2¢V. The lower photon energy of the photo-
emission resonance and the binding energy differ-
ence between the two components are both
consistent with this second feature arising from a
divalent surface component.

Once the 4f components of the spectrum are
obtained, they may be subtracted out of the
photoemission spectrum at 137eV to obtain the
photoemission due to the host, as shown in
Fig. 2(d). The position of the VBM at 8.3¢V is
indicated by the vertical line.

By repeating this process for TbGG, ErGG, and
YbGG, we obtain 4f binding energies of 7.8, 10.9,

o Gallium Garnet Data
A Iron Garnet Data

\ —— Gallium Garnet Fit

o eeee Aluminum Garnet Fit

Band Gap
Valence Band

Binding Energy Relative to VBM (eV)

<
1

T T T T T T T T 1 T L] T T T
Ce Pr NdPmSm Eu Gd Tb Dy Ho Er TmYb Lu
Fig. 3. Systematic behavior of 4f binding energies relative to
the VBM in garnets. Circles represent measured binding
energies relative to the VBM (at 8.3eV) for 4f electrons in
gallium garnets; negative binding energies are within the band
gap and positive binding energies are below the VBM. The solid
line is the fit of the model to our measured energies and error
bars represent the uncertainty in the values of the free-ion
ionization potentials. The dotted line is the fit of the model to 4f
binding energies in the aluminum garnets from Ref. [4]. The

triangle represents the measured 4f binding energy in Yb iron
garnet from Ref. [13].

and 11.6eV, respectively. The binding energies
relative to the VBM are plotted in Fig. 3. The
model for the binding energies relative to the VBM
is given by E4 =1 - Ep + ar(R— Ry) — Evam,
where Eyr is the 4f binding energy relative to the
VBM, I is the free-ion ionization potential, Ey is
the uniform shift experienced by the rare earth
ions, og is the binding energy shift per unit change
in ionic radius, R and Ry are the effective ionic
radii of the trivalent rare earth ion and the ionic
radius reference (the ionic radius of yttrium,
Ry =1.019A, is used to be consistent with the
earlier work on yttrium aluminum garnet) [13],
and Evygym is the binding energy of the valence
band maximum (Eygy = 8.3eV). Fitting this
model to the observed binding energies in the
gallium garnets gives values of Ey = 31.65eV and
or = 9.2¢V/A for the two empirical parameters.
The fit of the model is shown in Fig. 3 as the solid
line and the error bars represent the uncertainty in
the known values of the free-ion ionization
potentials used in the model. Note that the relative
energy of the bottom of the conduction band for
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the gallium garnets would lie at about —5.5eV in
Fig.3. The fit of the binding energies in the
aluminum garnets from Ref. [4] is also shown for
comparison as the dotted line in Fig. 3.

If we compare the values of the empirical
parameters for the gallium garnets to the values
of EL =31.6eV and ag = 8.3eV/A measured in
the aluminum garnets [4], we see that they are
essentially identical. The difference in the ag values
only represents a relative binding energy shift of
~T70meV from Yb to Eu, which is within the
experimental accuracy of several hundred meV.
This shows that the systematic shift in relative
energies of the 4f electrons and the host valence
band is entirely due to the shift in the gallium
garnet valence band, with the 4f electrons having
the same absolute binding energies in the gallium
and aluminum garnets.

We may also compare these results to the
binding energy of the 4f electrons in Yb iron
garnet, which has been measured using X-ray
photoelectron spectroscopy [14]. These measure-
ments show that the 4f electron binding energy is
11.5eV and the VBM is at ~8¢eV. The absolute
binding energy of the Yb 4f electrons is essentially
the same as for the other garnets while the
VBM is shifted to lower binding energy as
expected from the smaller band gap of the iron
garnets.

In summary, we have used resonant photoemis-
sion to study 4f electron binding energies in the
garnets and have found that the results are well
described by a two-parameter model for the effect
of the host lattice. A systematic shift in the relative
energies of the 4f electrons and the valence band is
observed in the gallium garnets when compared to
the results of measurements on the aluminum
garnets. This shift was shown to originate
entirely from a shift in the valence band while
the measured 4f electron binding energies
maintained the same values for all the materials
studied. »
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The adsorption and reaction of acetylene with the Si(100)-2X1 surface has been studied using high-
resolution photoemission by monitoring the Si2p, C 1s, and valence-band (VB) spectra as a function of both
acetylene coveragé and post-adsorption annealing temperature. After the clean Si(100) surface is exposed to
0.5 monolayer (ML) acetylene, the surface state in the VB is absent. Meanwhile, the curve-fitting results show
that there is only one interface component in the Si2p core level. These results indicate that the asymmetric Si
dimers may become symmetric dimers after acetylene adsorption, which can be explained well by the tetra-o
model determined from our previous photoelectron holographic results. Significant changes in the electronic
structure (Si2p, Cls, and VB) are found after subsequent annealing of the saturation overlayer. Annealing
at lower temperature can induce some acetylene molecule desorption while most of the molecules decompose
into C;H, (x=1,0) and H species. After annealing above 660 °C, both of the reacted components of the Si2p
and C 15 lines show that the SiC species form clusterlike features. At the same time, the VB and Si2p spectra
indicate a restoration of a Si(100)-2X1 structure, and the asymmetric Si dimers reappear on the surface.

[S0163-1829(99)02040-8]

1. INTRODUCTION

Since the pioneering works of Yoshinobu and
co-workers, there has been an increasing interest in the
study of acetylene and ethylene on Si surfaces, because it is
of practical importance to know the initial stage formation of
siticon carbide with the thermal decomposition. A common
scenario emerges from the previous studies, including high-
resolution electron-energy-loss (HREELS) and low-energy
electron diffraction (LEED),>™* x-ray photoemission spec-
troscopy (XPS) and x-ray photoelectron diffraction (XPD),’
scanning tunneling microscopy (STM),® temperature-
programmed desorptlon (TPD),” and some theoretical
calculations.®® At room temperature (RT), acetylene is pre-
dominantly chemisorbed nondissociately on the Si(100) sur-
face. Above 530 °C, most of the acetylene molecules remain
on the surface. Dissociation occurs with increasing annealing
temperature. At 660 °C, all of the hydrogen has desorbed and
SiC clusters are formed on the Si(100) surface.

, Nishijima and co-workers, 2 using HREELS and LEED,

suggested that acetylene was di-o bonded to the dangling
bonds (DB’s) of the first-layer Si dimer (1 e., di-o model?)
with the C-C rehybridization state of sp®. They also found
" that the adsorbate overlayer still exhibited a 2 X1 reconstruc-
tion indicating that the Si dlmer bonds were not cleaved. On’
the other hand, Huang ef al.® showed that acetylene had the
rehybridization state nearer to sp? rather than sp>. Taylor
and co-workers thought that the substrate Si dlmers should
be cleaved and the saturation coverage was 1 ML.” This is
consistent with the latter model proposed by Huang et al.®
However, calculations indicated that the Si dimers were not
cleaved, and that the C-C bond was a double bond or be-
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tween a single and a double bond.®® Recent STM results
suggested that the saturation coverage was 0.5 ML and that
the adsorbate overlayer was a 2X2 or a c(4X2)
reconstruction.® Although these controversies have not been
settled, all of these authors thought that acetylene molecules
adsorbed across the Si dimer (bridge site). This di-o- model is
shown in Fig. 1(a). However, in our previous pa er,l using
the photoelectron holographic (PH) technique,! we have
shown clearly that acetylene adsorbs on the pedestal site
rather than on the bridge site: This model is shown in Fig.
1(b). This structure can be termed the tetra-c model, in con-
trast to the di-o model. In the tetra-o- model, each C atom
bonds back to two Si atoms of two adjacent dimers. In the
di-o model (ethylene case), each C atom bonds back to one
Si atom of Si dimer. This gives a natural framework for
understanding the observation that ethylene likes to desorb
as a molecule while acetylene likes to decompose through
the desorption of hydrogen and carbide formation.”!%? ¢ In
addition, most studies were focused on the SiC formation
and atomic structure, few studies exist of the electronic struc-
ture, especially in the evolution of the electronic structure as
a function of exposure and post-adsorption annealing tem-
perature. To our knowledge there is no high-resolution pho-
toemission spectroscopy (HRPES) study using synchrotron
radiation (SR) on the initial adsorption geometry of the
acetylene and the fundamental reaction mechanism on the
Si(100)-2X1 surface.

In this study, we have exposed a 4° vicinal Si(100) sur-
face to acetylene at RT and then annealed it at a various
temperatures in the range 540~700 °C. The adsorption and
annealing process was studied in situ by HRPES and LEED.
In the present work the very early stages of acetylene adsorp-
tion and reaction with the silicon surface are studied. The

11 586 ©1999 The American Physical Society
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FIG. 1. Top view of the structural models for acetylene satura-
tion (0.5 ML) chemisorbed on Si(100)-2X 1 surface proposed by (a)
STM (Ref. 6); (b) PH image (Ref. 10). H atoms are not plotted.
Large open circle, first-layer Si dimer atoms; small open circle,
second-layer Si atoms; filled circle, carbon atom.
results can be directly compared to previous studies,?”° es-
pecially in the adsorption site and the SiC formation. By
itself, HRPES is certainly a very powerful tool to character-
ize the chemistry of the surface and the interface. The
present results support the tetra-o- model obtained from the
PH data and can help us to elucidate the initial growth
mechanism of SiC on the Si surface.

II. EXPERIMENT

The experimental data were collected at the undulator
beam-line station 7 at the Advanced Light Source (ALS) in
Berkeley. All of the Si2p, C1s core-level, and VB spectra
shown in this paper were obtained using a spherical grating
monochromator and a large hemispherical electron analyzer.
The basic pressure of the analysis chamber is better than 2
X107 Torr. The samples were n-type silicon with a 4°
miscut relative to the (100). Samples were introduced to the
photoemission chamber and outgassed for ~20 h at 400 °C.
Cyclic annealings at 950°C produced a clean and well-
ordered surface, showing them 2 X 1 LEED pattern. Research
grade acetylene (99.9 mol % purity) was used to dose the
sample while the samglc was kept at RT. The saturation
coverage is 0.5 ML.%!0 After adsorption of 0.5-ML acety-
lene, there was no obvious change observed in the LEED
pattern. The adsorbate overlayer was then subsequently an-
nealed at different temperatures. After each annealing,
Si2p, Cls, and VB spectra were collected, and LEED was
observed to monitor the surface atomic reconstruction.

HRPES of the Si2p and C1s core levels were obtained
using photon energies of 150 and 350 eV, respectively, in
order to obtain high surface sensitivity as well as high pho-
toelectron signals. The total energy resolutions for the pho-
ton energies of 150 and 350 eV were 0.11 and 0.32 eV,
respectively. VB spectra were collected using a photon en-

. -1 0 1
Relative Kinetic Energy (eV)

FIG. 2. Decomposition of the Si2p spectra (A v=150¢V) from
(a) the clean surface; (b) the surface exposed 0.2-ML acetylene at
RT; (c) the surface exposed 0.5-ML acetylene at RT. The compo-
nents are also shown: component B (dash line), S (dash dot dot
line), C or 4 (dot line), SS (short dot line), S’ (short dash line), the
fitting curve (solid line), and the experimental data (open circles).
Details of the fitting are given in the text.

ergy of 150 eV. The Fermi level (Ey), corresponding to zero
binding energy, was calibrated using the Ta sample clips.

Core-level fitting is a very powerful method of analyzing
the interface reaction and often gives quantitative informa-
tion. In our least-squares fitting procedure, which follows the
guidelines outlined by Joyce et al,,'? each Si2p and C1s
spectrum is fitted into several components consisting of the
spin-orbit-split Voigt functions. The parameters used in this
program are given below.

III. EXPERIMENTAL RESULTS
A. Acetylene adsorption at RT

In Fig. 2 are shown the Si2p spectra recorded for the
clean surface, for the surface exposed to 0.2 ML, and 0.5 ML
C;H; at RT. After adsorption of the acetylene, the Si2p peak
has a rigid shift towards the lower kinetic-energy (KE) side
or the higher binding-energy (BE) side. At saturation cover-
age, this shift is 0.2 eV. There are the same rigid shifts to-
wards the lower KE side both in the C 1s and the VB spec-
tra. It is obvious that this rigid shift is caused by the band
bending, which is a very common event in metal-
semiconductor interfaces.!* In Fig. 2, the Si 2p core-level
spectra were shifted back (towards the higher KE side) to
cancel the effect of the band bending. Also shown in Fig. 2
are the results of the curve fitting. Multiple components were
used as well as a Lorentzian width of 0.085 eV, a spin-orbit
sp]it]t4ir11§ of 0.602 eV, and a p,/psp branching ratio of
0.5.°%

For the Si2p core level from the clean surface, the num-
ber and energy positions of the components as well as their
structural  assignments are believed to be well
understood.'*16!7 Here, we also decomposed this level into
five components (B, S, S5, §’, and C). In the original paper
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by Landemark et al.,!* the assignments were made for these
components as follows: component B is due to the bulk Si
atoms; components S and SS correspond to the up and down
Si atoms of the asymmetric dimers, respectively; component
S’ is assigned to the second-layer Si atoms; component C is
probably due to the third-layer Si atoms or defects. The en-
ergy shifts relative to the bulk component for the S, C, SS
and S’ components are 0.5, 0.22, —0.062, and —0.245 €V,
respectively. The resulting least-squares fit is found to be in
excellent agreement with the results of Refs. 14, 16 and 17
except for a very small difference in the energy shifts.

A visual inspection of Fig. 2(c) clearly shows that with
exposure to C,H,, the S-emission bump disappears while the
spin-orbit valley between the two main peaks becomes shal-
lower instead of deeper as observed in the Ge/Si(100)-2X1
interface.!>!” This indicates that the number of components
used for fitting may not be the same for these two cases. In
fact, in the case of C,H,, we initially tried to decompose the
Si2p level into two components (B and S') as used in the
Ge/Si(100)-2X 1 interface,'>!7 which resulted in a poor fit. In
contrast to this, three components can give a good fit, as
shown in Fig. 2(c). These three components are labeled as B,
S', and A4, respectively. The energy shifts for components 4
and S’ relative to component B are 0.239 and —0.245 eV,
respectively. The shift of component S’ relative to compo-
nent B after C,H, adsorption is the same as that before C,H,
adsorption. In addition, acetylene is nondissociately on the

- Si(100) surface. Then, component S’ after acetylene adsorp-
tion is still due to the second-layer Si atoms and components
B is due to the bulk Si atoms. It is interesting that the energy
position of component 4 is very close to that of component C
from the clean surface, but its intensity is even a little stron-
ger than component S’. So, most of the contribution to com-
ponent 4 is not from the third-layer Si atoms or defects as
component C does on the clean surface. In addition, the in-
tensity of component 4 is roughly equal to the sum of the
reduced amount of components S and SS in intensity. Then
we can assign component 4 to the interface component due
to the first-layer Si atoms, (dimers). Certainly, component 4
should contain a very little contribution from component C
(i.e., third-layer Si atoms, defects). After 0.2-ML coverage of
acetylene, the shoulder at the higher KE side indicates that
the surface components are still there. Based on the above
consideration, the Si2p is decomposed into five components
(S, SS, §', B, and A4) in this case. Certainly, component 4
should have a little contribution from component C. All
these symbols have the same meaning as before. During the
fitting process, the energy positions of the components re-
main constant relative to component B, which indicates that
our fitting process is reliable.

Another very interesting and important result is that there
is only one interface component in the Si2p core level after
acetylene adsorption. The Si dimers are believed to be intact
after the adsorption of acetylene at RT.>®!® If the Si dimers
bonded to the acetylene molecule were still asymmetric after
the acetylene adsorption, two separated components would
be presented. Instead, one interface component is observed,
showing that the asymmetric dimers may become symmetric
dimers after acetylene adsorption. The sarne behavior has
been observed in the Si(100)-2X1-H interface.'®

S.H. XU et al.
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FIG. 3. Intensity ratios of the surface components (S, SS, and
S') to the bulk component (B) of the Si2p ¢ore-level spectra for
different acetylene coverage. The S/B and SS/B data points predict
an ideal homogeneous adsorption mode.

The ratios of the S/B, SS/B, S'/B, and 4 (C)/B inten-
sity are plotted in Fig. 3 as a function of the C,H; coverage.
The ratios of the S/B and SS/B show an approximate linear
decline to zero at the saturation coverage (0.5 ML). At the
same time, the S'/B data decrease in intensity, too, but they
do not decline to zero at 0.5 ML. The intensity of component
A (C) increases near linearly with increasing the C,H, cov-

" erage. At 0.5 ML, its intensity is roughly equal to (a little

smaller than) the sum of components S and SS on the clean
surface. This indicates that component 4 mostly comes from
components S and SS.

In Fig. 4 are the C1s core-level spectra for the 0.5-ML
coverage case subsequently heated to different temperatures
[Figs. 4(a)-4(g)]. The spectra are normalized to the same
height. In Fig. 4, we also shifted the spectra towards the
higher KE side to cancel the effect of the band bending.

Intensity (arb. units)

2 -1 0 1 2 3
Relative Kinetic Energy (eV)

. FIG. 4. High-energy-resolution C1ls core-level spectra (v
=350¢V) of (a) the surface exposed 0.2-ML acetylene at RT; (b)
the surface exposed 0.5-ML acetylene at RT; (c) annealing at
540 °C; (d) 600 °C; (e) 640 °C; (f) 660 °C; and (g) 700 °C.




PRB 60 HIGH-RESOLUTION PHOTOEMISSION STUDY OF ... ‘ 11 589

7T T T T T T T

Valence Band

annealing at

Intensity (arb. units)

NP £t 2 1

4 12 10 8 6 4 2 0
Binding Energy (¢V)

FIG. 5. The VB spectra (hv=150¢V) of (a) the clean surface;
(b) the surface exposed 0.2-ML acetylene at RT; (c) the surface
exposed 0.5-ML acetylene at RT; (d) after annealing at 540 °C; (e)
600 °C; (f) 640 °C; (g) 660 °C; and (h) 700 °C. The surface state is
denoted by the symbol S.

Without annealing, the full width at half maximum intensity
(FWHM) of the C1s core level is only 0.55 eV (0.61 eV)
after a coverage of 0.2 ML (0.5 ML) acetylene. The best-
fitting results show that the Lorentzian width is 0.138 eV,
which is smaller than the 0.3 eV obtained by Dufour et al.,’
but close to the 0.1 eV obtained by Krause ef al.'®

More direct proof for the above interpretation can be
found in VB spectra. Figure 5 demonstrates the coverage and
temperature dependence of VB spectra. The photon energy
used here is 150 eV. Although the energy resolution is good,
the photon energy is too big for measuring the VB spectra
due to the very small cross sections for the valence electrons
of C atoms (25,2p), Si atoms (3s,3p), and the surface state.

20 Fortunately, we can obtain some very useful results from
the VB. :

For the clean surface, the valence-band maximum (VBM)
is measured to be 0.8 eV below the Fermi level. The shoul-
der (peak S) at 1.5 eV below E or at 0.7 eV below the VBM

"is the surface state, which is caused by the DB’s of the Si

dimers. The position of the surface state is in agreement with
the angle-resolved result.’® Due to the smaller cross section
of the valence electrons, the intensity of this surface state is
not strong. After 0.5-ML adsorption of C,H,, the VBM
shifts towards higher BE by 0.2 eV. As mentioned before,
this shift is caused by the band bending. The surface state
decreases when the coverage of acetylene is increased, and it
disappears completely after the saturation adsorption (0.5
ML), showing that the Si DB’s are quenched by the adsorp-
tion of acetylene,

B. Interface reaction

After the Si surface is exposed to 0.5-ML C,H,, the
LEED pattern still exhibits 2X 1 reconstruction. Annealing
at 540°C, the 2 X1 LEED pattern becomes very weak. As
the annealing temperature increases, the 2X1 pattern be-
comes strong. After annealing at 700°C, a good 2
X 1LEED pattern is observed. This means that the 2X1

Intensity (arb. pnits')

-3 -2 -1 0 1
Relative Kinetic Energy (eV)

FIG. 6. The temperature dependence of the Si2p spectra (kv
=150¢V) after 0.5-ML coverage. (a) The surface exposed 0.5-ML
acetylene at RT; (b) annealing at 540 °C; (c) 600 °C; (d) 640 °C; (e)
660 °C; and (f) 700 °C. The components are also shown: component
B (dash line), S (dash dot dot line), C or 4 (dot line), SS (short dot
line), S’ (short dash line), R (dash dot line), the fitting curve (solid
line), and the experimental data (open cucles) Details of the curve
fitting are given in the text.

structure is restored. Figure 6 shows the temperature depen-
dence of the Si2p core-level spectra. Without any data fit-
ting, we find that the Si2p spectra show broadening at both
higher and lower KE sides. After annealing at 700 °C, the
line shape of the Si2p core level looks like that of a clean
surface with the exception of a widening at the lower KE
side. The development of the shoulder (component S) indi-
cates a restoration of the 2 X 1 structure, which is in agree-
ment with the LEED observation mentioned above. In the
meantime, the widening at the lower KE side shows that
interface reaction occurs at the interface.’

Based on these observations and assumptions, each Si2p
spectrum should contain all possible components: B, S, 4,
S§S, §', and R. Component R is the reaction Si2p compo-
nent. Other symbols have the same meaning as mentioned
before. The Gaussian width of the reaction component (R)
increases to 0.65 eV because the reacted silicon species do
not have the same chemical environment. The results show
that all of the components change in intensity for increasing
temperature, but their energy positions (not including com-
ponent R) remain constant relative to component B within
the tolerances. This shows, again, that our fit is very reliable.

Upon annealing in the 540—640°C temperature range,
component § grows slowly, then it increases quickly after
annealing above 640°C. Component 4 decreases signifi-
cantly at 540°C and continues to decrease slowly as the
temperature is increased. Meanwhile, component R appears
at 540°C, and slowly decreases in intensity while shifting
slightly towards the lower KE side. Component SS is too
weak to be observed when the annealing temperature is be-
low 640 °C. At 660 °C, it appears in the spectra. The frac-
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FIG. 7. Variations of the fractional intensities of the components

(S, SS,8', A or C, R and B) of the Si2p spectra as a function of the

annealing temperature. The same component fraction intensities of

the surface covered by 0.5-ML acetylene are also shown for the
comparison.

tional intensities of components S, SS, S’, 4 (or C), R, and B
as a function of temperature are plotted in Fig. 7. Also in Fig.
7 is shown the fractional intensities of the Si2p for the sur-
face exposed by 0.5-ML acetylene.

After annealing at low temperature (below 660 °C), the
appearance of component S shows the restoration of the 2
X1 structure due to the desorption of acetylene.® But, its
intensity is very weak. That is to say, only some acetylene
molecules desorb from the Si surface. At the same time, no
component SS is observed. These show that the Si dimer may
still be symmetrical. On the other hand, components SS ap-
pears at 660 °C, indicating that the Si dimers become asym-
metric. Annealing above 660 °C, the SiC is believed to be
formed completely,” then the large change in components §
and SS are probably not caused by the desorption of acety-
lene. Instead, as discussed below, it is induced by the cluster
formation of SiC.

The decrease of component 4 indicates that acetylene de-
composes into C;H, (x=1,0) and H species and some des-
orbs from the Si surface as C;H,. Upon heating to 700 °C, all
of the acetylene molecules are decomposed or desorbed.?
However, component A4 is still in Si2p. As mentioned
above, the position of component 4 is very close to that of
component C from the third-layer Si atoms or defects. Thus,
now, the contribution to component 4 only comes from com-
ponent C. Due to the interface reaction, the numbers of de-
fects on the surface must increase. So, the fractional intensity
of component C would be higher than that on the clean sur-
face. It is in agreement with the results shown in Fig. 6. For
components B and S’, no obvious shifis are found. This
shows that the reaction is around the first-layer Si atoms,
which leads to a locally abrupt SiC/Si interface.?!

Now, let us look at component R. As shown in Figs. 6 and
7, even when the annealing temperature is as low as 540 °C,
component R appears in the spectrum. The appearance of
component R is accompanied by the reduction of component
A. Annealing at low temperature (below 600 °C) should not
break the C-C bonds, and only causes the acetylene to de-
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compose into C,H, (x=1,0) and H species.? Thus, we think
that component R is due to these Si atorns which bond to the
C atoms of C,H, (x=1,0) species. With increasing tem-
perature, component R decreases in intensity slowly and
shifts slightly towards the lower KE side. The slow reduction
in intensity shows again that most of the acetylene tends to
decompose rather than to desorb. When the annealing tem-
perature is higher than 660 °C, the SiC compound is believed
to be formed completely and there are no CH, (x=1,0)
species on the Si surface.? Then, component R is only due to
the emission from Si atoms in the SiC compound. When the
annealing temperature ranges from 600 to 660 °C, SiC begins
to form on the Si surface, and meanwhile the C;H, (x
=1,0) species are still on the surface.? Thus component R
contains both the contribution of the Si-C bonds in the SiC
compound and of the Si atoms which bond to C atoms of the
C,H, (x=1,0) species. However, there is not a large shift
corresponding in component R to this reaction process. The
reasons will be discussed in detail below.

As shown in Fig. 4, the FWHM of the Cls peak in-
creases to 1.2 eV at 540—600 °C, and then decreases to 0.72
and 0.67 eV upon annealing at 640 and 700 °C, respectively.
Additionally, after annealing at 700 °C, the C 1s peak shifts
towards the higher KE side by 1.2 eV. Although they are
very wide after annealing, C 1s core-level spectra [Figs. 4(c)
to 4(g)] are not well resolved into several peaks yet. Accord-
ing to the results of HREELS (Ref. 2) and the present Si2p
core-level spectra, the wide C 1s spectra are due to the mix-
ture of several different chemical states—C,H, (x=2,1,0)
and SiC compound. After annealing temperature over 660 °C
[Figs. 4(f) and 4(g)], the big reduction of the widths of C 1s
core-level spectra implies that all of the C atoms have almost
the same chemical states. That is to say, SiC is completely
formed and the CH, (x=2,1,0) chemical species are to-
tally gone. .

After annealing, the surface state develops gradually in
VB spectra (Fig. 5). The presence of the surface state shows
clearly the restoration of 2 X1 structure, which agrees with
the measurement of Si2p- core-level spectra shown in Fig. 6
very well.

IV. DISCUSSIONS

Now, let us see which model shown in Figs. 1(a) and 1(b)
can fit better with the present HRPES data. In our model
proposed by the PH image,m one acetylene molecule bonds
to the two adjacent Si dimers on alternate pedestal sites in
one row. Since the Si dimers are not cleaved, each Si atom
has one DB. When it bonds to one C atom, there is no DB
for another C atom on the adjacent pedestal site. Thus, the
saturation coverage is naturally 0.5 ML rather than 1 ML;
this is consistent with the STM results.® Moreover, after ad-
sorption of 0.5-ML acetylene, we can see that all of the Si
DB’s can be destroyed by the adsorption of acetylene, which
agrees with the observable disappearance of the surface state
in the VB spectra [Fig. 5(c)]. At the same time, all of the
first-layer Si atoms have the same chemical environment
(i.e., every Si atom only bonds to one C atom) if the Si
dimers are symmetric. This agrees with our observation of
only one interface component in the Si2p spectra.

In our model, of course, the acetylene overlayer also ex-
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hibits either a local 2X2 [Fig. 1(b)] or c(2X4) structure
(not shown here), depending on whether acetylene that ad-
sorbs on alternate pedestal sites along the adjacent rows is in
phase or out of phase. This 2X2 or ¢(2X4) structure, as
discussed in Ref. 6, is not in conflict with the observation of
a 2X1 LEED pattern, because the scattering cross section of
acetylene may be very small and the 2X2 reconstruction
produces spots which fall at the same position as the original
LEED pattern. In addition, another weak 1X2 domain is
observed in the LEED pattern.'?

Based on STM images, Li ef al. proposed that acetylene
adsorbs on alternate dimers [see Fig. 1(a)].5 Certainly the
acetylene overlayer exhibits either a local 2X2 or ¢(2X4)
structure, depending on whether acetylene that adsorbs on
adjacent rows is in phase or out of phase. However, this
model has one shortcoming, i.e., it hardly explains why
acetylene likes to adsorb on alternate Si dimers and not on all
Si dimers or why the saturation coverage is 0.5 ML rather
than 1 ML. Moreover, this model is in disagreement with our
present results. As seen in Fig. 1(a), the adjacent Si dimers
are not equivalent after saturation adsorption of acetylene.
That is to say, one Si dimer is covered by acetylene while the
two adjacent Si dimers are ‘‘free.”” Thus their chemical en-
vironments are not the same. This may cause the different
components in Si2p spectra. In Fig. 2(c), however, only one
interface component is observed. In this model, one-half of
the Si dimers are not covered by acetylene at 0.5-ML cover-
age, which means that one-half of the DB’s would not be
destroyed by acetylene. Thus the surface state in the VB
spectra should decrease in intensity, but never totally disap-
pears. It is in disagreement with the observation of VB spec-
tra. On the other hand, if the saturation coverage is 1 ML,%’
this model agrees with our present results because each Si
dimer is covered by one acetylene molecule. But, it is not in
agreement with our previous PH image.'

In our model, each C atom bonds to two Si atoms of two
adjacent dimers, another C atom, and H atom. Thus each C
atom is naturally the sp* rehybridization rather than sp? re-
hybridization. The sp*® hybridization is observed indeed in
Refs. 2, 22, and 23. However, our model does not fit the
results observed in Ref. 3. But we think it is better to assign
“the peak at 1065 cm ™! in their experiments to the single C-C
stretch, because it is very close to the stretching energy of the
single C-C bond (950 cm™!).2 Indeed there is no consensus
for the interpretation of HREELS data. Unlike other mea-
surements, the PH method is direct and can provide unam-
biguous three-dimensional atomic geometry for the selected
atoms (i.e., carbon).'®!! Therefore, based on the results from
both the PH image'® and the electronic structure, we can
conclude that the model shown in Fig. 1(b) is the correct
model.

After annealing, the present results of the electronic struc-
ture agree with other works.>® After annealing, wide C 1s
core-level spectra [Figs. 1 and 4(c)-4(e)] indicate the mix-
ture of C,H, (x=2,1,0) and SiC compound. Meanwhile, a
weak surface component (peak S) appears in the Si2p and a
weak surface state develops in the VB. These show that
some chemisorbed acetylene molecules desorb into vacuum
as CH, (x=2,1,0), while most of them decompose into
CH, (x=1,0) species. With increasing temperature, more
and more acetylene decomposes into C,H, (x=1,0) species
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because component 4 in the C1s spectra decreases. Cer-
tainly, some C,H, (x=2,1,0) species continue to desorb
from the surface, which causes component R to decrease in
intensity when the temperature is increased. After annealing
660°C, the reduction of the FWHM of Cls core levels
shows that acetylene is dissociated completely and the SiC
forms completely on the Si surface. Meanwhile, component
SS appears in the Si2p spectrum and the surface state in the
VB continues to increase in intensity. These results indicate
that the asymmetric Si(100)-2X 1 structure is restored. How-
ever, this restoration of the Si(100)-2X1 structure at this
temperature is probably not caused by the desorption of the
SiC species because component R does not decrease too
much. Instead, it is mostly caused by the accumulation of
SiC clusters.® Therefore, we can think that the clusterlike SiC
compound is separated by the asymmetric Si(100)-2X1
structure. This explanation agrees with the results of Refs. 6
and 21.

The shift of the Si2p core levels between the SiC and the
bulk of Si in our experiment (0.85 eV) is smaller than that
reported by others [1.7 €V (Ref. 5) and 1.5 eV (Ref. 24)].
From Fig. 4, the total shift of C 1s after annealing between
540 and 700 °C is about 0.6 €V. It is still smaller than that
(1.2 eV) observed in Refs. 5 and 24. That is to say, the
differences of the Si2p and Cls core levels for the SiC
compound between our experiment and others are about 0.85
and —0.60 eV, respectively. This can be explained as fol-
lows. In our experiment, the exposure of acetylene is low
(0.5 ML). Meanwhile, the clusterlike SiC compound is sepa-
rately on the Si(100)-2X1 surface. Moreover, some
CH, (x=2,1,0) species desorb into the vacuum chamber
during annealing. Thus we can think that the SiC compound
in our case has not formed the bulk SiC structure. Instead, it

is the clusterlike structure.® It is well know that there is a

core-level shift between the cluster and the bulk, because the
electronic structure is not well formed in the cluster and the
chemical bonding state in the cluster is not the same with the
bulk. It looks like the surface core-level shift (SCLS) in the
core-level spectra. In fact, the SCLS of the Si2p and C1ls
core levels is truly observed in the cubic SiC(001) surface.?’
This SCLS is about 0.8 eV (towards the higher KE side) for
the Si2p and —1.2 eV (towards the lower KE side). In nor-
mal XPS studies,** the Si2p and C 1s core levels are bulk-
sensitive due to the great photon energy (>1000 eV). Then
the Si2p and the C 1s signals obtained by XPS mostly come
from the bulk. In our experiment, however, both of the Si2p
and Cls core levels are surface-sensitive. Although the
atomic structure of the SiC compound in our experiment is
not known and there is a difference in the core-level shifts
between the cluster and the surface layer atoms, we can still
find that both the direction and the magnitude of the shifts in
Si2p and Cls between our experiment and Ref. 25 are
close. Thus we can atiribute these different observed shifts
both in the Si2p and C1ls between the present data and
Refs. 5 and 24 to the effect of the SiC cluster. That is the
reason why there is no big shift in compound R(Si2p) be-
fore and after the SiC formation. Indeed, the cluster model of
the initial %rowth of the SiC on the Si(100) surface was
observed.5*
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V. CONCLUSIONS

The HRPES study has been made on the adsorption and
interface reaction of acetylene with the Si(100)-2X1 surface.
At RT, the experimental results show clearly that acetylene
saturates all of the DB’s of Si dimers, which cause the dis-
appearance of the surface state in the VB. Meanwhile, the
Si2p spectra indicate that the asymmetric Si dimers may
become the symmetric dimers. These results are in agree-
ment with the tetra-o- model proposed by our previous PH
image. After annealing, C 1s spectra show that acetylene is
decomposed into C;H, (x=1,0) species. In addition, some
CH, (x=2,1,0) species desorb from the Si surface. At the
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same time, the cluster SiC starts to form on the Si surface.
By heating to 660°C, the Si dimers become asymmetric
again from the symmetric Si dimers on the surface exposed
by 0.5-ML acetylene, and the SiC compound forms com-
pletely. At the same time, the C,H, (x=2,1,0) species are
totally gone.
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Abstract

We have used low-energy electron-excited nanoscale-luminescence (LEEN) spectroscopy combined with ultrahigh
vacuum (UHV) surface science techniques to probe deep level defect states at GaN free surfaces, metal-GaN contacts and
GaN/InGaN quantum well interfaces. Employing energies as low as 100 eV and ranging up to 5 keV, we have been able
to establish the local nature of these states and their spatial variation normal to the interface plane on an incremental
10-20 nm scale. Coupled with surface science techniques, these measurements show that a variety of discrete deep levels
form deep within the GaN band gap due to (a) native defects, (b) metal-induced bonding, (¢) reaction products, and
(d), in the case of GaN/InGaN heterostructures, local interface phasé changes. These results suggest that deep levels are
a common fedture at GaN interfaces and hence can play an integral role in charge transfer and the formation of local
dipoles at GaN heterostructures. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Gallium nitride; Surfaces and interfaces; New experimental techniques

1. Introduction

Deep electronic states are of central importance in
determining the bulk emissive and transport properties
of GaN. Theoretical calculations and experimental
measurements show that the bulk defect and impurity
states have energy levels ranging across the band gap
[1-4]. While considerable attention has focused on the
trapping and recombination properties of such bulk deep
levels, relatively little is known about the electronic states
at GaN surfaces and interfaces. The presence of localized
states at such boundaries can affect Schottky barrier
formation and heterojunction band offsets. The
nanometer-scale film thicknesses now being used in nu-

* Corresponding author. Fax: (614) 688-4688.
E-mail address: Brillson.1@osu.edu (L.J. Brillson)

merous GaN heterostructures further amplifies the rela-
tive importance of such interface electronic features.

In this paper, we present evidence for a variety of
discrete electronic states associated with GaN surfaces
and interfaces. Such states are possible to identify and
distinguish from bulk features with low-energy electron-
excited nanoscale-luminescence (LEEN) spectroscopy.
We have used the luminescence associated with optical
transitions into or out of gap states in order to character-
ize electronic features near interfaces. This requires
the ability to: (a) excite free electron-hole pairs, (b) pro-
duce such excitation near “buried” interfaces, and (c) vary
this excitation in depth on a nanometer scale. These
criteria are met by LEEN spectroscopy, which has
already been applied to a wide variety of semiconduc-
tor-semiconductor and semiconductor-metal interfaces
[56]

Considerable research has shown the strong depend-
ence of bulk deep levels in GaN on the specifics of growth
and subsequent processing [7,8]. Additional electronic

0921-4526/99/8 - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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states may reside near surfaces and interfaces due to
chemical and morphological changes in the crystal. All
these extrinsic features can degrade the near band edge
(NBE) optical emission as well as transport properties. In
this paper, we present evidence for discrete gap states at
GaN surfaces, metal-GaN interfaces, and III-V nitride
heterojunctions. Furthermore, the use of surface science
techniques permits the chemical origin of extrinsic, near-
surface states to be investigated.

2. Experiment

The LEEN experiment consists of a low-energy
(0.1-5keV) electron beam impinging on a controlled
surface in ultrahigh vacuum (UHV). The minority car-
riers generated recombine either across the band gap
(near band edge (NBE) radiation), through deep levels in
the band gap, or via (nonradiative) phonon generation.
The depth of excitation can be varied as a function of
incident electron beam energy from a few nm to a few
hundred nm over this energy range [9]. The incident
electron-beam produces a cascade of secondary electrons
and, subsequently free electron-hole pairs. One can cal-
culate the maximum range of penetration Ry for the
Everhart-Hoff relation [10] extending to low energies.
The maximum electron-hole pair production of the elec-
tron cascade occurs for values approximately one-third
of these values. Thus, for example, a 1 keV electron beam
produces a cascade of secondaries and generates elec-
tron-hole pairs that extend 20 nm below the surface,
peaking at ~ 6-7 nm. Photon emission is collected via
IR-UV transmitting optics to photodetectors. This ex-
perimental setup is described in previous publications
[5.6].

3. Results and discussion

Fig. 1 shows LEEN spectra for GaN grown by molecu-
lar beam epitaxy (MBE) under different N deposition
conditions. A biased electrode provided a means to de-
flect ionized N atoms from the plasma source away from
the growth surface. Fig, 1 shows dramatically different
spectral features for GaN grown with different deflection
voltages applied to the electrode. The “yellow” lumines-
cence (YL) that dominates the MBE GaN grown without
removing N ions decreases with increasing deflection
voltage. Likewise, a shallow defect transition at 3.37 eV
decreases as well. A deflection voltage of 700 V can
achieve almost two orders of magnitude decrease in these
peaks. Furthermore, the electron mobility more than
doubles from a value of 300-640 cm?/V s from zero to the
highest deflection voltage. These results indicate that the
presence of N ions gives rise to yellow luminescence,
which in turn corresponds to increased electron trapping
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Fig. 1. LEEN spectra with 3.0 keV excitation energy of MBE-
grown GaN versus ion deflection voltage. Increasing ion deflec-
tion voltage suppresses the midgap and 3.37 eV luminescence.

and reduced mobility. It should also be noted that this
yellow luminescence is in fact comprised of at least three
overlapping emission peaks centered at 1.75-1.8, 2.15,
and 24 eV, rather than one broad peak distribution.
Similar multiple peak structure in the YL energy range is
evidentin GaN grown by organometallic chemical vapor
deposition (OMCVD) [4]. Finally, it should be noted
that the emission spectra in Fig. 1 correspond to a total
range of excitation Rg of 90 nm - well below the free
surface. Depth-dependent spectra (not shown) reveal that
the yellow luminescence is relatively constant versus
depth for the GaN grown without deflection. On the
contrary, the GaN grown with N ions deflected
shows YL increases by over an order of magnitude for
near-surface excitation (< 1keV corresponding to
Rp <20 nm). This increased emission suggests either
defects formed preferentially near the free GaN surface or
the influence of residual N ions associated with the termi-
nation of growth.

Fig. 2 illustrates a Ga-related defect at the surface of
a GaN specimen grown by metallorganic MBE
(MOMBE). The as-grown specimen shows YL with
intensity completely dominating the NBE peak for all
penetration depths. After annealing at T > 1250°C, dra-
matic new features appear, including a sharp (< 0.025 eV
FWHM) peak at 1.81 eV and a broad (0.33 eV FWHM)
peak centered at 1.66 V. Similar emissions have been
reported previously as “red luminescence” that appeared
when excited via a broad C-excitation band [10]. Auger
electron spectroscopy (AES) measurements of surface
composition establish a > 10% decrease in the Ga/N
ratio and a residual C and O concentration of 6% C and
< 10% O. Depth-dependent spectra reveal that the



72 L.J. Brillson et al. | Physica B 273-274 (1999) 70-74

E
o 166eV
keV) : “y51ev

Luminescent Intensity( rel. units)

7 T
15 2.0 25 3.0 35 4.0

Photon Energy (eV)

Fig. 2. LEEN spectra as a function of excitation energy and
depth showing the near-surface features between 1.5 and 2.0 eV
induced by 1250°C annealing.

1.81 eV peak intensity decreases with deeper excitation.
The sharpness of this feature, its near-surface location,
and the decrease in relative Ga concentration together
suggest emission either from a Ga-related nanostructure,
e.g., Ga droplets, or a surface segregated impurity, e.g., Al
or Cr. The broader feature corresponding to the Ga-
deficient surface is at least 120 nm thick. The “bulk”
nature of this emission suggests the formation of a defect
complex associated with a Ga deficiency. Interestingly,
this layer forms under high-temperature conditions usu-
ally associated with preferential N desorption. The YL
emission does not appear to increase under these condi-
tions. Subsequent UHV deposition of a 1 nm Ga over-
layer on this heat-treated surface reduces (but does not
eliminate) the 1.66 eV peak and, to a lesser extent, the YL
shoulder within the top 6-20 nm, further confirming the
Ga-deficient nature of the lower energy feature. The
contrast in behavior between these red luminescence
features versus the YL indicates that different defects can
become dominant recombination sites with different sur-
face treatments near the free GaN surface.

Defect formation also occurs at metal-GaN interfaces.
Fig. 3 illustrates LEEN spectra taken at different depths
below a bare, MBE-grown GaN surface versus that of
a similar crystal coated with 30 monolayers (4.8 nm) of
Mg [6]. This metal-GaN interface was formed by evap-
oration in UHV on a LEED-ordered, MBE-grown sur-
face, then annealed at 1000°C [11]. Fig. 3 shows broad,
nearly featureless emission extending from ~ 3 to below
1.4 eV and relatively uniform at all depths. In contrast
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 Fig. 3. LEEN spectra as a function of excitation energy and

depth for a bare and a Mg-covered GaN single crystal showing
the new emissions induced by the metal overlayer plus high-
temperature anneal.

the Mg-covered GaN shows a maximum in sub-gap

. emission at excitation depths of 3-6 nm. Despite the low

signal intensities, this emission indicates peak features at
14, 1.6, and 2.15 eV. Soft X-ray photoemission spectro-
scopy (SXPS) measurement of the Fermi level movement
for this same sample show that it stabilizes at 2.2 eV

"above the valence band (1.2 eV below the valence band)

[12]. Interestingly, other metals on UHV-prepared n-
type GaN surfaces are known to stabilize the Fermi level
within a range of 2.0-2.6 eV [13]. This suggests that
metal-induced states at the Mg-GaN -interface play an
active role in the Schottky barrier formation. However,
the role of defects may not extend to all metal contacts
with GaN. For example, Al-GaN interfaces annealed at
1000°C in UHYV result in a reacted interface layer rather
than new defect formation [6].

New localized states are also present at GaN hetero-
junctions. We obtained LEEN depth-dependent spectra
from an InGaN quantum well “buried” 30 nm below the
free GaN surface. These quantum well structures consis-
ted of an In,Ga, -, N layer (x = 0.14 or 0.28) with an
average thickness of 2 nm. This layer was confined be-
tween a 2 um thick Si-doped (n = 3 x 10'® cm™3) GaN
layer grown at 1050°C over a (0 0 0 1) sapphire substrate
and a 30 nm GaN capping layer not intentionally doped
and grown at roughly 800°C, the same growth temper-
ature as the In,Ga, . .N layer [14]. The bowing para-
meter calculations of In concentration due to McCluskey
et al. [15] yield x values approximately one half of those
extracted from a linear extrapolation between the GaN
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Fig. 4. LEEN spectra versus incident beam energy and depth
for a relatively In-rich InGaN quantum well confined buried 30
nm below the GaN surface. At energies corresponding to depths
just beyond the quantum well, new emission appears at 3.25 eV,
corresponding to a localized electronic state at the deeper of the
InGaN-GaN interfaces.

and InN band gaps (Vegard’s Law) [14]. Fig. 4 illustrates
for beam energies below 1 keV, showing quantum well
emission at 2.4 eV that increases relative to the GaN
NBE peak. This relative increase corresponds to an in-
creasing penetration of the electron beam and an increase
in minority carriers reaching the quantum well region.
The quantum well versus NBE ratio reaches a maximum
at 1keV and corresponds to excitation of free elec-
tron-hole pairs peaking at depths of ~ 6-7nm and
ranging down to ~ 20 nm, followed by hole diffusion to
the quantum well with a diffusion length Ly < 25-28 nm.
The latter was extracted from a fit to the onset of quan-
tum well emission in a x = 0.14 In,Ga, _, N layer that
exhibited a similar ratio maximum at 750 eV [16].

In addition to the quantum well and NBE emissions,

a new emission feature appears at 3.25 eV at excitation
voltages above 1.25 eV. The intensity of this feature rises
‘rapidly with increasing voltage, reaching a maximum
relative to both the quantum well and NBE emissions at
2.0 keV. With further voltage increases, LEEN spectra
show a decrease and disappearance of this 3.25 eV fea-
ture. The appearance of this feature at energies corre-
sponding to the quantum well indicates that its location
lies close to that of the quantum well. On the other hand,
the 3.25 and 2.7 eV features have different depth depend-
ences, indicating that the former is not a quantum well
emission per se, but rather emission from a region localiz-

ed near the quantum well. That it reaches a maximum
relative intensity at voltages above the voltage at which
the quantum well is maximum suggests that this localiza-
tion is at or near the deeper quantum well interface. The
line shape of the 3.25eV peak is relatively unchanged
with increasing energy. Researchers have found a nearly
identical peak feature at 3.26 eV due to the NBE of cubic
GaN [5]. Even the lower energy side bands in the LEEN
spectra agree with the phonon replicas identified with the
cubic phase emission. The formation of cubic GaN in
a thin, interfacial region at the deeper quantum well
interface is not unexpected, given the low temperature
used to begin the InGaN growth and the relatively high
In concentration, both of which could induce stacking
faults, known to promote nucleation of cubic phase
growth [17]. A new quantum well emission is a less likely
explanation for this localized feature, given the difference
in depth dependence of the quantum well versus 3.25eV
emission intensities. Phase segregation is also a less
plausible explanation, given the lack of an even more
In-rich peak emission at lower energies lower than 2.4 eV
but above the InN band gap (e.g., 1.8 ¢V) [18]. Finally,
transmission electron microscopy (TEM) images of the
higher versus lower In concentration quantum well
showed more complex lattice structure near the interface,
Thus, the most likely origin for the “buried” interface
feature is emission from a nanometer - scale layer of cubic
GaN near the InGaN/GaN buffer layer interface due to
the change in growth temperature and composition.

4. Discussion

The results presented above demonstrate that several
types of localized electronic states can occur at GaN
surfaces and interfaces. The deep level energies of these
states appear at a wide range of energies across the GaN
band gap. Incorporation of N ions in an MBE-grown
film is shown to induce “yellow” luminescence features at
multiple energies and with intensities that increase to-
ward the free surface. The dependence of this intensity on
the extent of ionized N incorporation suggests that point
defects alone are not sufficient to account for YL emis-
sion. Other extrinsic parameters such as H incorporation
may be required to account for the ion-dependent results.
High-temperature annealing yields Ga-deficient surfaces
and new features distinct from the YL emission. The
correspondence of this luminescence with features asso-
ciated with C doping suggests that changes in the near-
surface C impurity bonding can alter the electrical activ-
ity of surface trap states. C redistribution in GaN is not
expected even for higher temperatures (i.e., 1450°C) [19].
The lack of any increase in YL luminescence with a de-
crease in near-surface Ga suggests that more than Ga
vacancies [1,2] are needed to account for this common
defect feature. Mg-GaN Schottky barriers induce a set of
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“buried” interface features localized at the intimate con-
tact on a nanoscale with energies at and below that of
“yellow” luminescence. The correspondence of the defect
energies with the range of UHV Fermi level stabilization
energies suggests that defects induced by GaN metalliz-
ation play a significant role in Schottky barrier forma-
tion. Finally, we have observed localized states of an
entirely different nature at heterojunction interfacés be-
tween GaN and InGaN. LEEN spectroscopy clearly
highlights the localized nature of these states and pro-
vides strong evidence for cubic phase formation on
a nanometer scale. The emission from such a cubic “inter-
phase” is quite close to the band offset calculated for
a “quantum-like region of zinc-blende material” sur-
rounded by wurtzite GaN [20]. The change in €lectronic
structure at all these “buried” GaN interfaces and free
surfaces has until now not been available. Despite the
highly localized nature of these states, it is possible to
associate their energies with those of defects reported for
bulk GaN. The results provided in this paper show that
a complete understanding of surface recombination,
charge transport across Schottky barriers, and hetero-
junction barrier confinement involving GaN surfaces and
interfaces requires a determination of the extrinsic elec-
tronic states present at these junctions.

5. Conclusions

Low-energy electron-excited nanoscale-luminescence
spectra demonstrate the ability to detect new electronic
structure at GaN surfaces and interfaces. These results
provide evidence for discrete native defect states across
the band gap. Furthermore, both the free surface and
heterointerface states display a strong dependence on
growth techniques and specific chemical interactions. By
feeding back to the growth process, this characterization
provides a new approach to monitor and minimize local-
.ized deep levels at Schottky barriers and heterojunctions.
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Abstract

We have used Jow-energy electron-excited nanoscale-luminescence (LEEN) spectroscopy combined with ultrahigh
vacuum (UHV) surface science techniques to probe deep level defect states at GaN free surfaces, metal-GaN contacts and
GaN/InGaN quantum well interfaces. Employing energies as low as 100 eV and ranging up to 5 keV, we have been able
to establish the local nature of these states and their spatial variation normal to the interface plane on an incremental
10-20 nm scale. Coupled with surface science techniques, these measurements show that a variety of discrete deep levels
form deep within the GaN band gap due to (a) native defects, (b) metal-induced bonding, (c) reaction products, and
(d), in the case of GaN/InGaN heterostructures, local interface phase changes. These results suggest that deep levels are
a common feature at GaN interfaces and hence can play an integral role in charge transfer and the formation of local
dipoles at GaN heterostructures. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Gallium nitride; Surfaces and interfaces; New experimental techniques

1. Introduction

Deep electronic states are of central importance in
determining the bulk emissive and transport properties
of GaN. Theoretical calculations and experimental
measurements show that the bulk defect and impurity
states have energy levels ranging across the band gap
[1-4]. While considerable attention has focused on the
trapping and recombination properties of such bulk deep
levels, relatively little is known about the electronic states
at GaN surfaces and interfaces. The presence of localized
states at such boundaries can affect Schottky barrier
formation and heterojunction band offsets. The
nanometer-scale film thicknesses now being used in nu-

* Corresponding author. Fax: (614) 688-4688.
E-mail address: Brillson.1@osu.edu (L.J. Brillson)

merous GaN heterostructures further amplifies the rela-
tive importance of such interface electronic features.

In this paper, we present evidence for a variety of
discrete electronic states associated with GaN surfaces
and interfaces. Such states are possible to identify and
distinguish from bulk features with low-energy electron-
excited nanoscale-luminescence (LEEN) spectroscopy.
We have used the luminescence associated with optical
transitions into or out of gap states in order to character-
ize electronic features near interfaces. This requires
the ability to: (a) excite free electron-hole pairs, (b) pro-
duce such excitation near “buried” interfaces, and (c) vary
this excitation in depth on a nanometer scale. These
criteria are met by LEEN spectroscopy, which has
already been applied to a wide variety of semiconduc-
tor-semiconductor and semiconductor-metal interfaces
[5,6].

Considerable research has shown the strong depend-
ence of bulk deep levels in GaN on the specifics of growth
and subsequent processing [7,8]. Additional electronic

0921-4526/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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states may reside near surfaces and interfaces due to
chemical and morphological changes in the crystal. All
these extrinsic features can degrade the near band edge
(NBE) optical emission as well as transport properties. In
this paper, we present evidence for discrete gap states at
GaN surfaces, metal-GaN interfaces, and III-V nitride
heterojunctions. Furthermore, the use of surface science
techniques permits the chemical origin of extrinsic, near-
surface states to be investigated.

2. Experiment

The LEEN experiment consists of a low-energy
(0.1-5keV) electron beam impinging on a controlled
surface in ultrahigh vacuum (UHV). The minority car-
riers generated recombine either across the band gap
(near band edge (NBE) radiation), through deep levels in
the band gap, or via (nonradiative) phonon generation.
The depth of excitation can be varied as a function of
incident electron beam energy from a few nm to a few
hundred nm over this energy range [9]. The incident
electron beam produces a cascade of secondary electrons
and, subsequently free electron-hole pairs. One can cal-
culate the maximum range of penetration Ry for the
Everhart-Hoff relation [10] extending to low energies.
The maximum electron-hole pair production of the elec-
tron cascade occurs for values approximately one-third
of these values. Thus, for example, a 1 keV electron beam
produces a cascade of secondaries and generates elec-
tron-hole pairs that extend 20 nm below the surface,
peaking at ~ 6-7 nm. Photon emission is collected via
IR-UV transmitting optics to photodetectors. This ex-
perimental setup is described in previous publications
[5,61.

3. Results and discussion

Fig. 1 shows LEEN spectra for GaN grown by molecu-
lar beam epitaxy (MBE) under different N deposition
conditions. A biased electrode provided a means to de-
flect ionized N atoms from the plasma source away from
the growth surface. Fig. 1 shows dramatically different
spectral features for GaN grown with different deflection
voltages applied to the electrode. The “yellow” lumines-
cence (YL) that dominates the MBE GaN grown without
removing N ions decreases with increasing deflection
voltage. Likewise, a shallow defect transition at 3.37 eV
decreases as well. A deflection voltage of 700 V can
achieve almost two orders of magnitude decrease in these
peaks. Furthermore, the electron mobility more than
doubles from a value of 300~640 cm?/V s from zero to the
highest deflection voltage. These results indicate that the
presence of N ions gives rise to yellow luminescence,

* which in turn corresponds to increased electron trapping
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Fig. 1. LEEN spectra with 3.0 keV excitation energy of MBE-

- grown GaN versus ion deflection voltage. Increasing ion deflec-

tion voltage suppresses the midgap and 3.37 eV luminescence.

and reduced mobility. It should also be noted that this
yellow luminescence is in fact comprised of at least three
overlapping emission peaks centered at 1.75-1.8, 2.15,
and 2.4 eV, rather than one broad peak distribution.
Similar multiple peak structure in the YL energy range is
evident in GaN grown by organometallic chemical vapor
deposition (OMCVD) {4]. Finally, it should be noted
that the emission spectra in Fig. 1 correspond to a total
range of excitation Rg of 90 nm - well below the free
surface. Depth-dependent spectra (not shown) reveal that
the yellow luminescence is relatively constant versus
depth for the GaN grown without deflection. On the
contrary, the GaN grown with N ions deflected
shows YL increases by over an order of magnitude for
near-surface excitation (< 1keV corresponding to
Ry <20 nm). This increased emission suggests either
defects formed preferentially near the free GaN surface or
the influence of residual N ions associated with the termi-
nation of growth.

Fig. 2 illustrates a Ga-related defect at the surface of
a GaN specimen grown by metallorganic MBE
(MOMBE). The as-grown specimen shows YL with
intensity completely dominating the NBE peak for all
penetration depths. After annealing at T > 1250°C, dra-
matic new features appear, including a sharp (< 0.025eV
FWHM) peak at 1.81 eV and a broad (0.33 eV FWHM)
peak centered at 1.66 eV. Similar emissions have been
reported previously as “red luminescence” that appeared
when excited via a broad C-excitation band [10]. Auger
electron spectroscopy (AES) measurements of surface
composition establish a > 10% decrease in the Ga/N
ratio and a residual C and O concentration of 6% C and
< 10% O. Depth-dependent spectra reveal that the
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Fig. 2. LEEN spectra as a function of excitation energy and
depth showing the near-surface features between 1.5 and 2.0 eV
induced by 1250°C annealing,

1.81 eV peak intensity decreases with deeper excitation.
The sharpness of this feature, its near-surface location,
and the decrease in relative Ga concentration together
suggest emission either from a Ga-related nanostructure,
e.g., Ga droplets, or a surface segregated impurity, e.g., Al
or Cr. The broader feature corresponding to the Ga-
deficient surface is at least 120 nm thick. The “bulk”
nature of this emission suggests the formation of a defect
complex associated with a Ga deficiency. Interestingly,
this layer forms under high-temperature conditions usu-
ally associated with preferential N desorption. The YL
emission does not appear to increase under these condi-
tions. Subsequent UHV deposition of a 1 nm Ga over-
layer on this heat-treated surface reduces (but does not
eliminate) the 1.66 eV peak and, to a lesser extent, the YL
shoulder within the top 6-20 nm, further confirming the
Ga-deficient nature of the lower energy feature. The
contrast in behavior between these red luminescence
features versus the YL indicates that different defects can
become dominant recombination sites with different sur-
face treatments near the free GaN surface. .
Defect formation also occurs at metal-GaN interfaces.
Fig. 3 illustrates LEEN spectra taken at different depths
below a bare, MBE-grown GaN surface versus that of
a similar crystal coated with 30 monolayers (4.8 nm) of
Mg [6]. This metal-GaN interface was formed by evap-
oration in UHV on a LEED-ordered, MBE-grown sur-
face, then annealed at 1000°C [11]. Fig. 3 shows broad,
nearly featureless emission extending from ~ 3 to below
14 eV and relatively uniform at all depths. In contrast
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Fig. 3. LEEN spectra as a function of excitation energy and
depth for a bare and a Mg-covered GaN single crystal showing
the new emissions induced by the metal overlayer plus high-
temperature anneal.

the Mg-covered GaN shows a maximum in sub-gap
emission at excitation depths of 3-6 nm. Despite the low
signal intensities, this emission indicates peak features at
1.4, 1.6, and 2.15eV. Soft X-ray photoemission spectro-
scopy (SXPS) measurement of the Fermi level movement
for this same sample show that it stabilizes at 2.2 eV
above the valence band (1.2 eV below the valence band)
[12]. Interestingly, other metals on UHV-prepared n-
type GaN surfaces are known to stabilize the Fermi level
within a range of 2.0-2.6 eV [13]. This suggests that
metal-induced states at the Mg-GaN interface play an
active role in the Schottky barrier formation. However,
the role of defects may not extend to all metal contacts
with GaN. For example, A1-GaN interfaces annealed at
1000°C in UHYV result in a reacted interface layer rather
than new defect formation [6].

New localized states are also present at GaN hetero-
junctions. We obtained LEEN depth-dependent spectra
from an InGaN quantum well “buried” 30 nm below the
free GaN surface. These quantum well structures consis-
ted of an In,Ga; N layer (x = 0.14 or 0.28) with an
average thickness of 2 nm. This layer was confined be-
tween a 2 pm thick Si-doped (n = 3 x 10'® cm~3) GaN
layer grown at 1050°C over a (0 0 0 1) sapphire substrate
and a 30 nm GaN capping layer not intentionally doped
and grown at roughly 800°C, the same growth temper-
ature as the In,Ga, _,N layer [14]. The bowing para-
meter calculations of In concentration due to McCluskey
et al. [15] yield x values approximately one half of those
extracted from a linear extrapolation between the GaN
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Fig. 4. LEEN spectra versus incident beam energy and depth
for a relatively In-rich InGaN quantum well confined buried 30
nm below the GaN surface. At energies corresponding to depths
just beyond the quantum well, new emission appears at 3.25 eV,
corresponding to a localized electronic state at the deeper of the
InGaN-GaN interfaces.

and InN band gaps (Vegard’s Law) [14]. Fig. 4 illustrates
for beam energies below 1keV, showing quantum well
emission at 2.4 eV that increases relative to the GaN
NBE peak. This relative increase corresponds to an in-
creasing penetration of the electron beam and an increase
in minority carriers reaching the quantum well region.
The quantum well versus NBE ratio reaches a maximum
at 1keV and corresponds to excitation of free elec-
tron-hole pairs peaking at depths of ~ 6-7nm and
ranging down to ~ 20 nm, followed by hole diffusion to
the quantum well with a diffusion length Lp < 25-28 nm.
The latter was extracted from a fit to the onset of quan-
tum well emission in a x = 0.14 In,Ga; _,N layer that
exhibited a similar ratio maximum at 750 eV [16].

In addition to the quantum well and NBE emissions,
a new emission feature appears at 3.25 eV at excitation
voltages above 1.25 eV. The intensity of this feature rises
rapidly with increasing voltage, reaching a maximum
relative to both the quantum well and NBE emissions at
2.0 keV. With further voltage increases, LEEN spectra
show a decrease and disappearance of this 3.25 eV fea-
ture. The appearance of this feature at energies corre-
sponding to the quantum well indicates that its location
lies close to that of the quantum well. On the other hand,
the 3.25 and 2.7 eV features have different depth depend-
ences, indicating that the former is not a quantum well
emission per se, but rather emission from a region localiz-

ed near the quantum well. That it reaches a maximum .

relative intensity at voltages above the voltage at which
the quantum well is maximum suggests that this localiza-
tion is at or near the deeper quantum well interface. The
line shape of the 3.25 eV peak is relatively unchanged
with increasing energy. Researchers have found a nearly
identical peak feature at 3.26 eV due to the NBE of cubic
GaN [5]. Even the lower energy side bands in the LEEN
spectra agree with the phonon replicas identified with the
cubic phase emission. The formation of cubic GaN in
a thin, interfacial region at the deeper quantum well
interface is not unexpected, given the low temperature
used to begin the InGaN growth and the relatively high
In concentration, both of which could induce stacking
faults, known to promote nucleation of cubic phase
growth [17]. A new quantum well emission is a less likely
explanation for this localized feature, given the difference
in depth dependence of the quantum well versus 3.25 eV
emission intensities. Phase segregation is also a less
plausible explanation, given the lack of an even more
In-rich peak emission at lower energies lower than 2.4 eV
but above the InN band gap (e.g., 1.8 eV) [18]. Finally,
transmission electron microscopy (TEM) images of the
higher versus lower In concentration quantum well
showed more complex lattice structure near the interface.
Thus, the most likely origin for the “buried” interface
feature is emission from a nanometer ~ scale layer of cubic
GaN near the InGaN/GaN buffer layer interface due to
the change in growth temperature and composition.

4. Discussion

The results presented above demonstrate that several
types of localized electronic states can occur at GaN
surfaces and interfaces. The deep level energies of these
states appear at a wide range of energies across the GaN
band gap. Incorporation of N ions in an MBE-grown
film is shown to induce “yellow” luminescence features at
multiple energies and with intensities that increase to-
ward the free surface. The dependence of this intensity on
the extent of ionized N incorporation suggests that point
defects alone are not sufficient to account for YL emis-
sion. Other extrinsic parameters such as H incorporation
may be required to account for the ion-dependent results.
High-temperature annealing yields Ga-deficient surfaces
and new features distinct from the YL emission. The

correspondence of this luminescence with features asso- -

ciated with C doping suggests that changes in the near-
surface C impurity bonding can alter the electrical activ-
ity of surface trap states. C redistribution in GaN is not
expected even for higher temperatures (i.e., 1450°C) [19].
The lack of any increase in YL luminescence with a de-
crease in near-surface Ga suggests that more than Ga
vacancies {1,2] are needed to account for this common
defect feature. Mg-GaN Schottky barriers induce a set of
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“buried” interface features localized at the intimate con-
tact on a nanoscale with energies at and below that of
“yellow” luminescence. The correspondence of the defect
energies with the range of UHV Fermi level stabilization
energies suggests that defects induced by GaN metalliz-
ation play a significant role in Schottky barrier forma-
tion. Finally, we have observed localized states of an
entirely different nature at heterojunction interfaces be-
tween GaN and InGaN. LEEN spectroscopy clearly
highlights the localized nature of these states and pro-
vides strong evidence for cubic phase formation on
ananometer scale. The emission from such a cubic “inter-
phase” is quite close to the band offset calculated for
a “quantum-like region of zinc-blende material” sur-
rounded by wurtzite GaN [20]. The change in electronic
structure at all these “buried” GaN interfaces and free
surfaces has until now not been available. Despite the
highly localized nature of these states, it is possible to
associate their energies with those of defects reported for
bulk GaN. The results provided in this paper show that
a complete understanding of surface recombination,
charge transport across Schottky barriers, and hetero-
junction barrier confinement involving GaN surfaces and
interfaces requires a determination of the extrinsic elec-
tronic states present at these junctions.

5. Conclusions'

Low-energy electron-excited nanoscale-luminescence
spectra demonstrate the ability to detect new electronic
structure at GaN surfaces and interfaces. These results
provide evidence for discrete native defect states across
the band gap. Furthermore, both the free surface and
heterointerface states display a strong dependence on
growth techniques and specific chemical interactions. By
feeding back to the growth process, this characterization
provides a new approach to monitor and minimize local-
ized deep levels at Schottky barriers and heterojunctions.

- Acknowledgements

This work was supported in part by US Department of
Energy grant DE-FG0297ER45666 (Craig Hartley)

(LEEN experiments) and in part by NSF grant DMR-
9711851 (LaVerne Hess) (depth calculations).

References

[1] J. Neugebauer, C.G. Van de Walle, Phys. Rev. B 50 (1994)
8067.

[2] P. Boguslawski, E.L. Briggs, J. Bernholc, Phys. Rev. B 51
(1995) 17255.

[3] J.I1. Pankove, J.A. Hutchby, J. Appl. Phys. 47 (1976) 5387.

[4] W.J. Choyke, 1. Linkov, Institute of Physics Conference
Series No. 137, IOP Publishing Ltd, London, 1994,
pp. 141-146 (Chapter 3).

[5] J. Schifer, AP. Young, LJ. Brillson, H. Niimi, G.
Lucovky, Appl. Phys. Lett. 73 (1998) 791.

[6] A.P. Young, J. Schifer, L.J. Brillson, Y. Yang, SH. Xu,
H. Curguel, G.J. Lapeyre, M.A.L. Johnson, J.F. Schetzina,
J. Electron. Mater. 28 (1999) 308.

[7] T.D. Moustakas, in: Semiconductors and Semimetals,
Vol. 57, Academic Press, New York, 1999, pp. 33-128.

[8] E.J. Tarsa, B. Heying, X.H. Wu, P. Fini, S.P. DenBaars,
J.S. Speck, J. Appl. Phys. 82 (1997) 5472.

[9] L.J. Brillson, R.E. Viturro, Scanning Electron Microscopy
2 (1988) 789.

[10] T.E. Everhart, P.H. Hoff, J. Appl. Phys. 42 (1971) 5837.

[11] E.E. Reuter, R. Zhang, T.F. Kuech, S.G. Bishop, MRS
Internet J. Nitride Semiconduct. Res. 4S1 (1999) G3.67.

[12] Y. Yang, S.H. Xu, G.J. Lapeyre, J.M. van Hove, J. Vac. Sci.
Technol. B, in press.

[13] CI. Wu, A. Kahn, J. Vac. Sci. Technol. B 16 (1998) 2218.

[14] F.A. Ponce, D. Cherns, W. Goetz, R.S. Kern, in: MRS
Symposia Proceedings, Vol. 482, Materials Research So-
ciety, Pittsburgh, 1998, p. 453.

[15] M.D. McCluskey, C.G. Van de Walle, C.P. Master,
L.T. Romano, N.M. Johnson, Appl. Phys. Lett. 72 (1998)
2725.

[16] T.M. Levin, G.H. Jessen, L.J. Brillson, F.A. Ponce, J. Vac.
Sci. Technol., submitted for publication.

[17] A. Munkholm, C. Thompson, C.M. Foster, J.A. Eastman,
O. Auciello, G.B. Stephenson, P. Fini, S.P. DenBaars,
J.S. Speck, Appl. Phys. Lett. 72 (1998) 2972.

[18] AF. Wright, J.S. Nelson, Appl. Phys. Lett. 66 (1995)
3051.

[19] X.A. Cao, R.G. Wilson, J.C. Zolper, S.J. Pearton, J. Han,
R.J. Shul, D.J. Rieger, R.X. Singh, M. Fu, V. Scarvepalli,
J.A. Sekhar, J.M. Zavada, J. Electron. Mater. 28 (1999) 261.

[20] C. Stampfl, C.G. Van deWalle, Phys. Rev. B 57 (1998)
R15052.



Surface Core level shift on GaN(0001) surface
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~ Abstract
: Synchrotron radiation photoelectron spectroscopy (SRPES) has been employed to
mvestrgate the electronic structure of clean wurzrte GaN(OOOl) surfaces The Ga 3d N ls and
”valence band em1ssrons are measured by recordrng the energy distribution curves, (EDC) A
surface shrfted core level component is observed in the Ga 3d emrssmn It is located at 0.6 eV
) hrgher bmdmg energy than the bulk component The surface component 1s sensmve to atomic H
adsorptlon The experiment with deposrtion of the ultra-thm Mg layer strongly supports that it is
attributed to the ﬁrst layer Ga atoms On the same sample the surface core level shlft of N ls is
1dent1ﬁed at 1.0 eV lower b1nd1ng energy side of the bulk component The orlgm of the observed -
, surface core 1evel shifts will be discussed. Atonnc-force—rmcroscopy (AFM) image w1th line
proﬁles is also acquired to determme the surface morphology
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1. Introduction

The wide-band-gap M-V nitrides have attracted much attention because of their great

| srgnrﬁcance in both screntrﬁc research and practrcal applications [l] Among them gallrum mtnde ’

. ‘(GaN) is the most interesting material because of its surtable direct energy band gap of 3.4 eV at
- room temperature notable chemical inertness, and great physxcal hardness not far away from

. -dramond Its fundamental propemes are dlfferent from other m-v semiconductors (e. g., GaAs).

*_For example the thermal and chemical propemes are qurte dlfferent and it has strong plezoelectrrc

'applicatiOn in harsh environments, such. as_ high temperature [2,3]. Cansiderable effort is

underway to develop high power electronic devices, Recently, srgnificant progress has been made

in the development of GaN-based material technology [4]. Hr gh quality GaN films on sapphire or
SrC substrates have been grown by metalorgamc chemical vapor deposition (MOCVD) molecular

. beam epitaxy (MBE) and other techmques Now high performance blue and ultraviolet lrght ‘

emrttrng diodes (LED) and laser devices are commercially available. This makes it possible to

conduct more charactenzatron technrques such as photoelectron spectrosc0py, on .GaN-based

materials.



spectro3copy using synchrotron radiation‘as a light source, a lot of achievements have been made
- in semiconductor surface electronic structure studies. The observation of surface core level shrfts'
on clean semrconductor .surfaces is one of the mterestmg results Due to the breaking of atomic
_conﬁguratron at the surface of the crystal the ﬁrst layer (even the ﬁrst two layers) of atoms will
l-“show drfferent blndmg energy for core- level emission compared with the atorns in the bulk in

photoelectron spectroscopy On Sr(lOO) surface surface shifted core-level components for the

.-Z_ﬁrst and second layer Sl atoms have been revealed in Si 2p core level emission [5] On GaAs(100)

S surface core level shrfts are found for both Ga 3d and As 3d [6] For GaN a number of electromc

structure studies have been carrred out [7 11] However surface core-level shrft for Ga 3d (or N

ls) has not been reported. This is attrrbuted to the fact that the detectron of the surface component

: 'of Ga 3d core level for GaN by SRPES is not as strarghtforward as that for Sr(lOO) or GaAs( 100)

fv.For Si(100) and GaAs( 100) the surface core-level shifts can be srngled out in hlgh-resolutlon -
energy dlstrrbutlon curve (EDC). Nevertheless with the -same resolutron Ga 3d core level
emrssron from clean GaN (OOOl) surface is stlll appearing to be one peak in EDC, even the spin
orbit sphttmg of Ga 3d can not be resolved Thls is because that Sr and GaAs are hi gh quahty bulk
' srngle crystal while GaN is a several micron thick frlm on sapphrre or SrC substrate and bulk
crystal is. stlll not avarlable Then the mhomogenerty of the GaN(OOOl) surface caused by
1mperfectron of the ﬁlm crystal broadens the Ga 3d emrssron making every component in it
unresolved. Another reason is that a clean and ordered GaN surface is hard to prepare. A method
that w1ll clean the sample and keep the surface crystal structure is needed In thrs case, careful

.experrrnent and data analysrs must be done to identify the surface core-level shrfts on the

GaN(OOOl) surface




In this work, atomrc force microscopy (AFM) was used to. determme the surface
morphology. An effective method was employed to clean the GaN(OOOl) surface for
photoemission measurement j in which Ga 3d,N Is and valence band emxssrons were 1nvest1gated

| Hydrogen was adsorbed onto the surface to dlstmgulsh the surface component in EDC . Wxth the
E a1d of line f:ttmg, the surface core level was 1dent1f1ed at 0.6 eV higher bmdmg energy than the

bulk component in the EDC of Ga 3d. Expenments with deposmon of ultra thin Mg overlayer

strongly supports the surface atom assrgnment On the same sample the surface core level shift -

.for N ls was located at1.0ev lower bmdmg energy side of the bulk component

The paper is orgamzed as follows Sectron II descrrbes the details of the experiment.

| Sectlon I glves the results and their i mterpretatrons Section IV is to conclude. _

| 2, E)rperimental details

The experiments were performed on the Iowa State/Montana State ERG/Seya beamline at

- the Synchrotron Radiation Center (SRC) at the University of Wisconsin-Madison. The storage

' ring-Aladdm is operated at 800 MeV and the synchrotron radiation hght is dispersed with an

- ERG/Seya monochromator [12]. The extended range grasshopper (ERG) monochromator is for -

hrgher energies and Seya for lower energies. The two units provide photons from about 4 to 900

eV in which high flux and energy resolutron over the photon energy range from 4 eV to 240 eV



- The measurement end station on the beam line consrsts of three chambers | The air
.mterlock allows for introduction of a sample from atmosphere into the main chamberlwrthout
‘ breakmg it vacuum The mrd—chamber located between the air mterlock and main chamber
‘accepts the sample, which is transferred from the air inter-lock. The mld—chamber 1s used to
‘outgas the sample and its holder The main chamber features a double-pass cyhndrrcal mirror -
o analyzer (CMA) and a VSW HASO hem1spher1cal energy analyzer ona double-axls gomometer A
. low energy—electron—drffractlon (LEED) unit is used to momtor the surface atomic .structures
o .' ) Th‘e\ GaN. ﬁlm was grown on a181C substrate by metalorgamc vapor phase epxtaxy

_(MOVPE) method at North Carolma State Umversrty and is about 1 {m thick. The C plane of the

v_wurz1te structure has two onentatrons Ga-polanty (0001) face (A type) or N-polanty (0001) face
" B type) The etchmg test with KOH [13] mdrcated the A onentatron It is Sx-doped n- type The |
:'as-recelved sample showed both a C and an O srgnal in the photoelectron spectrum after it was |
transferred into the main chamber After heating -at- about 700°C, C was completely removed.

' Avwhrle some O was Stlll present. An effectlve method was employed to eliminate the O'

contammatron The GaN was held at 700°C while keepmg the Ga ﬂux on the surface for about 5

' successfully 'elimina'ted. The valence band emission showed a strong surface state emissjon [14].
The LEED pattern -demonstrated a 1x1 net. For the sample heatmg, the sample wafer was

mounted ona Sl wafer which i is resrstlvely heated. The method 1s very stable and a given current v

reproduces the temperature




When H, was dosed into the main chamber, a tungsten ﬁlament 5 cm away from the
sample surface was turned on. This is for ionizing H2 to make atomic H that can adsorb on the
GaN surface. | |

The Mg vapor deposrtlon was done on the analysxs manipulator in the main chamber. The
sample was only moved along the manipulator’s prmcrpal linear motion for deposition. This
allows for the best sample reposmon after each deposmon Mg was evaporated from a Ta boat at
‘a pressure of (2- -3)x10"° Torr with the GaN sample left at room temperature. The base pressure is

“in the 10 Torr range. "The deposrtron rate is 1 ML in about per 40 seconds. The use of a
‘thermocouple spot welded to the Ta boat gave reproducible evaporation rates. The coverage in
terms of ML equivalence was determmed by Ga 3d core level emission mtensrty attenuation vs.

: coverage and the frequency change of a quartz crystal oscillator (QCO). One ML was assigned as
the coverage that extmgulsh the surface state in the valence band emission [14]. .

Photoelectron energy distribution curves (EDC) were acqurred with the CMA on the Ga 3d
and the N 1s level usmg a photon energy of 90 eV and 460 eV. The electron escape depth at90 eV
. and 460 eV photon energy are near mmrmum for the two core Ievels A photon energy of 31 eV
was used for valence band EDC’s. The typical combined resolution of the CMA and
monochromator is about 0.2 eV for the valence band and about 0.3 eV for the Ga 3d core level
measurement ‘These were determmed by the width of the Fermi level emission from Ta on the

sample holder. Every datum point in ) the EDC’s was normalized with the light mtensrty obtamed



The AFM plcture was taken by near contact mode [15] in air on an Observer scannmg
probe mlcroscopy (SPM) system at TopoMetrlx Co. The sample surface was mamtamed as-

. ;_recelved A s1ngle~crystal silicon AFM probe and a tube scanner wrth 2 ttm scan range were used- _

to acqurre the AFM 1mage
3. Results and discussion

3.1, Clean GaN(0001) surface

AR Frgure l(a) 1llustrates the AFM 1mage of the as-recerved sample The ﬁeld of v1ew is

ig.1(b), the_height_ of the atomic
| step edges is determmed to be about 15A Th.lS 1s the herght of three umt cells of wurzite GaN.

The sohd line in Fig. 1(a) shows where the lme Scan is. acqurred on the surface:,

3 samples grown on SIC substrates by MOVPE are Ga—polanty [ 16 17] |
The EDC § were recorded for the valence band and Ga 3d leSSlOD on the GaN(OOOl) :
- surface cleaned by the method descnbed in Sec. 2. Frgure 2(a) deprcts the EDC for the valence |
band taken with a photon energy of 31 eV, and Frg 2(b) 1llustrates the Ga 3d core level emlssron _
: rneasured W1th photon eneroy 90 eV Both EDC s are plotted in bmdmg energy scale The zero

pornt of the scale is at the expenmentally deterrmned posrtron of Fermi level, EF




In Flg. 2(a),- the valence band maximum (VBM) is measured to be 2.5 eV below Fermi
level and 17.8eV' above the Ga 3d core level for the clean surface. It is difficult to determine the
presence of the VBM, which is obscured by the feature attributed to a surface state. The method

| used to infer the VBM is to 1magme that the surface feature is gone and extrapolate linearly the'

remam1ng leading edge of ‘the spectrum to the base line. The intersection is taken as a value for

are in agreement with those reported by Bennudez etal [ lO] In Fig. 2(a), the regron down to
A about IOeV below the Fermr level is characterrzed by three closely spaced peaks (peak A, B, and
- O) correspondmg to the Ga s-p/N p-derrved valence bands. The shoulder at 0. 2eV below VBM is .
associated with Ga dangling bonds of the first layer of Ga atoms and 1s rdentrﬁed as a surface
~ state. Ttis present in the EDC when the surface is clean and well ordered.

In Fxg 2(b), the Ga 3d core-level emission from the clean GaN(0001) surface 1S present. It
appears to be a single peak in the EDC with full wrdth at half maximum (FWHM) of 1.0'eV. No
component can be singled out in the spectrum. Unhke on GaAs surfaces, the spin-orbit split of
3d3/2 and 3ds5 can be clearly seen in the EDC. This broadening effect is not caused by the
: 'combmed resolution of the spectrometer and the light source (0.3 eV in this experiment). It is

attributed to the mhomogenerty of the GaN material introduced by imperfection of the film

crystal



3.2 Hydrogen adsorprion eﬁ’ects _
| Adsorbates are wrdely employed to dlstmgursh the contrrbutron from surface . atoms in
photoemlsswn spectrum. They either quench the surface components in EDC’s or moves them to
‘ ) other energy posrtlon due to the changed surface'energ1es Hydrogen was used in this expertment
l to mvestrgate the surface components in EDC s of GaN(0001). Atomlc H which is able to Sthk on-

: the GaN surface is made by i 1omzmg Hz with a 2000°C hot W filament 5 cm away from the

| sample surface The dosage of Hyis 500 Langmulr (L)

Frgure 3 shows the valence band EDC collected from clean and hydrogenated GaN(OOOl)

L surfaces The hydrogen- mduced band bendmg moves the surface Ferrm level upward by 0.2 eV. -

' ‘As a result the spectrum shlfted to hlgher-bmdmg-energy 51de by O 2eV. After the EDC’s for |
' 'Aclean surface (open cxrcles) and SOOL-Hz-exposed surface (open squares) are lmed up G.e., Shlft
| the hydrogenated EDC toward low brndmg energy srde by 0 2 eV) a difference curve (sohd line)
s made between two EDC s. Three features are rarsed by H adsorptlon locating at 6.0, 7. O and 9.5

. eV below the Fermi level respectlvely They can be considered as: ﬁngerprmts of H on

_ GaN(0001) surfaces Remarked change is seen at 0. 2 eV below the Fermi level. The emission . |

mtensrty is decreased dramatrcally by H adsorpuon This is attrlbuted to adsorbed H quenches the

' surface state at 0. 2 eV below Eg. However a resrdual of about 1/3 can be found for this surface

state after hydrogenatron This is related to strong H—H bonds. When H atoms on the GaN(0001)
surface are “close” enough they will form H; and desorb. So H is not able to saturate the surface
at the equlhbrtum condition. |

Frvure 4 shows EDC’s for Ga 3d- core level on the clean and the hydrogenated surface The

peak is shrfted 0.2 eV to higher binding energy whrch is in agreement with the valence band data.




Hydrogen exposure changes the line shape of Ga 3d. A narrower line is found on the H- exposed
surface. The difference curve shows a feature at 2] eV binding energy. It is attrrbuted to surface

Ga atoms and will be discussed in the next subsectron

3.3, Srtlfac‘e core level shifts
| Lme fi ttmg is used for further mvestrgatron on the surface-contributed feature in'the Ga 3d
'EDC that is rdentrﬁed by the H-exposure experiment mentloned in 3.2. The result of the line
; ﬁttmg of the Ga 3d is drsplayed in Fig. 5. In this lme fitting, first, a polynomial background is
.subtracted from the experimental data (round crrcles) Then a Gaussian- broadened Lorentzran lme
" (i.e. Vorgt line) is used to fit the curve. The Lorentzran wrdth spm-orblt sphttmg and branch
ratlon are 0.2 eV, 045 eV and 0.6 eV, respectively. These values agree with the lme fitting
parameters used for Ga 3d on GaAs(ll(l) [18]. The Gaussian width is optrmlzed to be 0.7 eV,
‘Which is &reater than the energy resolutlon 0. 3 eV'in the experiment. The greater Gaussian is
assumed to include the effect of broadening caused by mhomogenerty of this GaN film crystal In

{
Fig. 5, the line fitting of the Ga 3d reveals two components. The intensive one with lower binding

~. bulk combonent is due to the surface core level shift of the first layer of Ga atoms. Its posltion of
21eV below Fermi level agrees with the result of the H- -exposure expenment |

| " The surface shifted component in Ga 3d on GaN(OOOl) surfaces is mterpreted as follows

‘For wurzite GaN Ga and N atoms are in- sp3 bonding confrcuratron This makes each atom -

requ1re four electrons allowing Ga atoms to accept charge from N atoms. For bulk GaN, the

_‘tetrahedral bondmo configuration dominates the electronic structure. On the Ga-polarity (0001)

10



surface tetrahedra] bondmg for the Ga atom no ]onger exists. Hence the hybrrdlzatron of the s

and p orb1tal 1s reduced and the Ga atoms at the surface tend toward their atomrc valence wrth

charge transferred from Gato N Then the surface Ga atoms have less charge than the bulk Ga

atoms the electrons are bonded more trghtly and shlfted to hlgher bmdmg energy This is in

agreement with the experrmental data that the surface shifted component is on the hlgher binding

energy side. L1kew1se the N atoms at the surface region should have more charge than the bulk N

' atoms

Fxgure 6 1llustrates the EDC for N Is on GaN(OOOl) and the hne ﬁttmg The expenmental
data (round crrcles) show a shoulder on the rlght-hand srde The EDC curve is ﬁtted W1th Voigt

'_hne shape The Gaussran and Loretzran w1dth are chosen to be 1.4 eV and O I eV respectrvely

The mam component corresponds t0 contrlbutron from N atoms in the bulk. The smaller |
component at lower bmdmg energy is attributed to the emrssron from surface atoms (1 e., surface— .
shifted component) The observatron of -the surface core level shift on lower bmdmg energy side

of the bulk component is consistent w1th the assumptron that N atoms at the surface region have

more negatlve charge than bulk atoms.

- 34. Effects of the ultrd-t_hin Mg overlayer

To verify the orlgm of surface-shifted - component m Ga 3d EDC experrments wrth_

| deposmon of the ultra-thm Mg layer is conducted Mg is found to grow ep1tax1a11y on GaN(OOOl)
' » surfaces up to 20A [19]. Mg 1s vapor deposrted onto clean GaN(OOOl) in sequentlal steps up to 1
ML. Figure 7 shows Mg coverage dependence of Ga 3d core leve] emission with the line fittings.

The parameters used in the line frttmg are the same as those in 3 3. Two components are observed
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for the clean surface, ie., the surface and the bulk component. With 0.4 ML Mg coverage,
- compared with clean surface, the intensity ratio of surface to bulk 'component decreases A new
peak appears at right-hand side of the bulk component. It is attributed to the contrrbutron from |
' surface Ga atoms bonded to Mg adatoms. It is located at 0.9 eV lower binding than bulk
'lco:mponent and is assigned as a interface component. As 1.0 monolayer Mg on the surface the
"-‘.s»urface component is hardly detected. Meanwhrle the 1nterface component increases, and has
about the same intensity (relative to bulk component) as the surface component on the clean
"surface ‘This implies that almost all Ga atoms at the surface bond to Mg adatoms and the charge

| is transferred from Mg adatoms to first layer Ga atoms. Therefore, the Ga 3d core-level emrssron

2 from surface Ga. atoms is shifted to the lower bind energy srde So this experlment strongly :
supports the conclusion that the high binding energy srde component of Ga 3d on clean '

GaN(OOOl) surface is attributed to the surface core level emissions from the ﬁrst layer Ga atoms.

4. Conclusions

AFM 1mag1n0 is conducted on as-recerved MOVPE-grown wurzite GaN(OOOI) surface
: The surface appears to be flat and has atomic step edges. ‘The line profile shows the step edges are
about the helght of three unit cells.

. The electromc structure of the clean wurzite GaN(OOOl) surface with Ga termmatmg is
mvestlgated by SRPES Ga 3d, N ls and valence band EDC are recorded by high resolution
} SRPES Wrth the help of H adsorption and line ﬂtting, the surface core Ievel shlft 1s observed in

Ga 3d emrssron located 0.6 eV hrgher binding energy than the bulk component. The surface

12



level shift of N 1s is found tobeat 1.0 eV lower binding energy side of the hulk component.
Inthe future when hlgher quahty film even bulk GaN is ava1lable hopefully, the surface
© core level shift c can be smgled out in EDC without line ﬁttmg
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Figure Captions: -
~-F1gl (a) AFM image of n- GaN(OOOl) surface the v1ew area is lOXI 0 pm.. LabeI Aand B
| mdrcate the atomic step edges on the surface (b) The line profrle acquired on the surface at ‘

the posmon of the line in the i image shown in (a) form the lme profile, the atomic step»

edges is measured to be about 15A.

S _AFig.'ZIED'C’s from clean n- GaN(OOOl) surface (a) EDC’s for valence band emission collected at -
| the photon energy 31 eV. The zero pomt of bmdmg energy is set at the posrtron of the Fermi

level The mset shows the overv1ew EDC for both the Ga 3d core level and the valence band

'__en_'ussrons. (b) EDC for Ga 3d core level emrssron taken at 90 eV photon energy The .

' feature shows a single peak
Frg 3 EDC’s of valence band ermssron for clean GaN(OOOl) surface and the surface exposed to

500 Lancmurr hydrooen The curve with open squares is for clean case, the curve wrth open -

, c1rcles for the H- exposed surface The dlfference curve is 1llustrated by the solid line.
F1g4 EDC’s of Ga 3d emission for clean GaN(OOOl) surface and the surface -exposed to 500 .

Lanvmuxr hydrooen The curve wrth solld squares is for clean case, the curve with SOlld

- circles for the H—exposed surface The difference curve is 1llustrated by the solrd line.
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Fig.5.

Line flttmg of the EDC for Ga 3d on clean n- GaN(OOOl) The solid circles are experlmental

“data. The solid curve is the fitted curve. The dotted line is for the surface core level shift,

and the dash line for the bulk component The solid hne at the bottom shows the residue of

. the lme flttmg, Le. the difference between the experimental and fitted curve.

o Fig.7

The line fitting of EDC for N 1s on clean n-GaN(OOOl) The solid circles are experimenta] :

data. The solid curve is the ﬁtted curve. The dotted line is for the surface core level shlft

and the dash line for bulk component The solid line at the bottom shows the re51due of the

line fitting.

The evolution of EDC’s of Ga 3d wrth mcreasmg Mg coverage Sohd circles represent

- experrmental data. The experimental data are normalized to arbrtrary unit. Solrd lines, dash

lmes dot lines and dot-dash lmes are for the fitted curve, the bulkrcomponent surface

component and the interface component, respectively.
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Photoelectron holographic derivative transform for increased range of atomic images

S. H. Xu, H. S. Wu, M. Keeffe, Y. Yang, H. Cruguel, and G. J. Lapeyre
Physics Department, Montana State University, Bozeman, Montana 59717* '
(Received 8 August 2000; revised manuscript received 28 August 2001; published 25 January 2002)

A transform-k derivative spectra (KDS) transform—is introduced for construction of an atomic-structure
image from photoelectron diffraction data. A phenomenological theory is used to show that the transform of
spectrum derivatives enhances the image peaks by the square of the emitter-scatter distance when used in
conjunction with the small cone method. In comparison with the standard transform used in photoelectron
holography, the KDS transform allows more distant neighbors (scatterers) to be “seen” by the emitter and
suppresses strong forward scattering. The ability to experimentally observe more neighbors of a photoelectron
emitter expands the applicability of holographic imaging. The procedure is applied to experimental data
obtained from the As/Si(111)-(1X1) and C,H,/Si(100)-(2X 1) surface structures. The letter results show

that C,H, adsorption does not break the Si dimer bond.

DOI: 10.1103/PhysRevB.65.075410

The determination of the positions of atoms at a surface
has been one of the more difficult surface problems to solve.
Photoelectron holographic imaging (PHI) using photoelec-
tron diffraction (PHD) data has achieved notable successes in
determining adsorbate structures and surface reconstruction
structures.!~'? The technique is appealing, because it directly
gives the position of atoms neighboring the electron emitter.
The data are inverted to give an atomic image function

. whose peaks are frequently only very close to the emitter. As

a result of the small number, the assignment of atoms to the
peaks in the image may be difficult. We present a modifica-
tion to the inversion which produces more peaks in the im-
age at greater distances from the emitter. In this paper, sev-
eral examples are presented.

The inversion uses angle-resolved photoemission data for
the core level of interest. For each angle the intensity of the
emission is measured as a function of wave number k (the
photon energy). The angles used are uniformly distributed
over the electron-emission hemisphere. Typically, 70—80 di-
rections are measured with about 25 k points for each direc-
tion. Typical spectra are shown in Refs. 2 and 5. The data are
first transformed with respect to the wave number, and the
second transform is with respect to the angle.?

We introduce a transform where the derivative of the data

is used in the transform. The wave-number k derivative-

spectrum (KDS) transform successfully yields neighbors at
greater distances from the emitter. The PHI images obtained
by the KDS transform yield not only the first-nearest-
neighbor and the second-nearest-neighbor (SNN) atomic im-
ages, but also the third-nearest-neighbor (TNN) images or
even more greatly distant images. As a result, this method
makes it easier to assign a unique atomic structure to the PHI
image.

A short explanation of why the KDS transform works is
given, and then two applications to experimental data are
described where additional neighbors in the image are
shown. The first application is for As on Si(111), where TNN
images are found. The second is ethylene on Si(100) which
was very recently published in Ref. 5. The Si atoms in the
second layer (SNN image) are now seen. Now using butk

. Si-Si distances for the second-layer image peaks, a determi-

nation of values for the C-C bond and Si-Si dimer lengths are
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obtained. The value indicates that the Si dimer bond is not
broken by chemisorption, an issue that has received some
attention.

The essence of the analysis is to show that the image
intensity obtained by transforming the derivative of the spec-
tra is a factor of R? larger than the image intensity obtained
by transforming the experimental spectra itself;, R is the
image-space variable. This behavior is obtained only when
the small-cone method is used in the angular transform. If
the image obtained by the standard inversion is multiplied by
R?—a different procedure—no image improvement is found.

According to photoelectron diffraction theory,>'? we write
a descriptive equation for the object wave, ¥, and the ref-
erence wave, ¥p, in terms of an effective scattering factor
A(k,7;) and the phase factor kr;(1 —l?-fj), where k'is the
photoelectron wave number and r; is the position of the jth .
scatterer. The diffraction intensity I(k,%) and its normaliza-

tion for the interference effect x(k,£) obey the relations

x(k,E)=|W o2/ | W p|> = 1 =I(k, k)| W g|*— 1
=2_ A(k,Fj)eik’f(l"’;"‘i)+c.c., 1)
7

where c.c. is the complex conjugate of the first term.
Using the Tong-Huang-Wei (THW) inversion,'® ®(%,R)

can be obtained by a Fourier-like transform of each y(k,k)
function: .

kmax » . I p
@ (k,R)= x(k,EyeHRU-kR gy

Kmin

= jkmA(k’fj)e—-ik[R»(l—l;-]})—rJ‘-(l —IE~r‘j)]dk. (2)
) Fnin

The second line is just the THW inversion of Eq. (1) without
the c.c. term. R is the real-space variable, and the final and
initial points of a measured spectrum interval are k,,, and
ki For a finite interval a window function is used to con-
trol termination errors. For simplicity, this window function
is not shown in the equation, and neither is the sum over the
set of the j scatterers. o

©2002 The American Physical Society
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The atomic image function U(R) can be obtained by
transforming against the emission angle; this is a sum, since

the data are collected for a uniform set of direction £:
2
> ®R) .

ke Cone{-R,w)

U(R)= (3

As discussed elsewhere? the sum uses the small cone

method. All the emission directions £, which are uniformly
distributed over the emission hemisphere, are grouped into
bunches forming small cones of width w, whose central ray
is “swept” over the hemisphere. The parameter w may range

from one spectrum (delta cone) to all spectra on the full

hemisphere (7). Usually a value around 30° yields an image
with minimum artifacts. U(R) has a maximum amplitude
when R=r;, as can be seen in Egs. (2) and (3). U(R) does
not have a maximum amplitude from the c.c. term in Eq. (1).

Now let us take the derivative of function y [Eq. (1)],
with respect to the wave number #:

dx(k.k) dA(KF;

ikr (1—k-F;)
dk ak e

+AKF)ir,(1— k7))t 0kt c.
@)
Here c.c. is the complex conjugates of the first and second
terms. Now, replacing y(k,£) with d x(k,k)/dk without the
c.c. term in the Tong-Huang-Wei transform [Eq. (2)], the
derivative inversion field ®4(£,R) becomes

(Dd(k",R)z. fkm{dA Ei];’rf)]e—ik[R(l—lzJa)—rj(]—-l;-r:j)]atk
k

min

}‘mnx
+J; . (ir,(1=k-#NA(KF))

m

xe—ik[R(l—’;'é)_rj(l_k-';j)]dlﬁ (5)

Similar to the behavior of ®(£,R), it is found that $4(£,R)
has a maximum amplitude when the condition R= r; is sat-
isfied, i.e., the phase factor is zero. The transform described

in Eq. (5) is the KDS transform.

In the small-cone method,? the £ directions are selected in
the neighborhood of — R, i.e., £~ —R. Further, the inversion
& has the highest intensity at R=r;. That is to say, these
high-intensity positions are emphasized in the small-cone
method, where the backscattering condition £~ —7# ; is natu-
rally satisfied. Thus, the second term in Eq. (5) is propor-
tional to the amplitude of 2r;, which is essentially 2R.

In the other parts of space away from the scattering at-
oms, ® has a weak intensity as the condition R= r; is not
satisfied. Then the second term is not proportion to R and

instead depends on the value of 7,(1—£-#;). The term goes
to zero for forward scattering, which would suppress the for-
ward focusing peak which is usually a complication of inver-
sion procedures. In addition, the first term in Eq. (5) for ®¢

PHYSICAL REVIEW B 65 075410

is obviously not proportional to 7;. Further, this first term is
typically near zero if the scattering function 4 (k,# ;) is nearly
independent of k. When the window is 180° for the full

hemisphere approach, £ is not limited to directions around &,

i.e., the condition £~ —R is not generally satisfied. In this
case the second term in Eq. (5) depends on the value of

ri(1 —E'fj), and a simple behavior is not found. Therefore,
the KDS transform is only effective for surface emitters
when used together with the small-cone method, and an in-
creased sensitivity is obtained for more distant neighbors in
the atomic image.

After using the small-cone summation of Eq. (3) for the
derivative, the image function, U¢(R), one sees that is re-

®)

FIG. 1. 3D effective atomic structure for the As/Si(111) system.
The arsenic atom replaces the top-layer Si atom, and bonds to Si
atoms 4, B, and C. Prior to this work, only 4, B, C, and G were
observed in images. (a) The vertical plane represents the X-Z planar
cut shown in Figs. 2 and 3(a). (b) Two horizontal planes represent
the X-Y planar cuts shown in Fig. 2 for Z at —0.9 and ~4.1 A.

075410-2



FIG. 2. The vertical X-Z planar cut of the As/Si(111) system
obtained from the standard transform where the “third dimension”

is the image intensity. The coordinate unit, A. The emitter (As) is at -

the origin.

lated to U(R) through U(R)~4R?U(R). This relationship
holds if, and only if, there is a scatterer at R, that is, R
=r;. The image function U(R) is obtained with the standard
inversion, and U#(R) is obtained by the KDS transform. Orie
can clearly see that the intensity is enhanced by R? compar-
ing to the standard proceédure. High-quality data are needed
for a reliable derivative. The atomic image function U4(R)

PHYSICAL REVIEW B 65 075410

allows us to “see” more distant scatterers than the standard
inversion function U(R) for atoms at a surface.

The KDS inversions for several experimental PHD data
sets as well as simulated PHD data sets have been examined.
The KDS transform always obtains more distant scatterers.
Here we present two experimental cases: a single-site emitter
in the adsorbate case of As/Si(111), and a double-site emitter
in the adsorbate case of C,H,/Si(100). Note that, due to the
phase shift in the electron scattering factor, the distance val-
ues may be distorted by 2/10-3/10 of an A.?

Arsenic on a Si(111) surface has a well-known
structure,*!3 in which the As atoms replace the Si atoms in
the surface layer and bond to three Si atoms. Figure 1 pre-
sents this structure using the ball-stick model of atomic
structure. In addition to traditional surface science investiga-
tions, two holographic imaging experiments have been re-
ported on this system.*'> Wu et al. obtained images which
contained peaks of the first-layer Si atoms (4, B, and C).1*
Luh et al. found peaks for the first-layer Si atoms and weak
peaks for the second-layer Si atom (G) using a method for
self-normalizing the constant-initial-energy spectrum data.*
Figure 2 shows the vertical planar cut obtained from the
standard transform.!

In the present analysis, using the KDS transform we eas-
ily observe an image containing peaks due to the third-layer
Si atoms (D, E, and F), as well as first- and second-layer Si
atoms. Figure 3 presents the images obtained by the KDS
transform. Peaks A(B,C) are due to the first-layer Si atoms,
peak G to the second-layer Si atom, and peaks D(E,F) to
the third-layer Si atoms. Their Z coordinate values are —0.9,

FIG. 3. Planar cuts of the
atomic image of the As/Si(111)
system obtained from the KDS
transform, which show the inten-
sity in the “third dimension.” The
coordinate unit is A. The arsenic
emitter is at the origin, and the Si
labels are from Fig. 1. The vertical
(X-Z) planar cut appears in the
upper left panel. The horizontal
(X-Y) planar cut is at Z
=—0.95 A passing through Si at-
oms A and B. The horizontal
(X-Y) planar cut is at Z
=—3.3 A passing through Si at-
oms G, H, and /. The horizontal

(X-Y) planar cut is at Z
=-4.1A, passing through Si at-
oms D, E, and F.

Z=-41A

075410-3
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—3.3, and —4.1 A, respectively. The values of their positions
are in reasonable agreement with those known for a bulk Si
crystal. The image peak for the third-layer Si atom (D) is
very strong while the second-layer peak (G) is weak. In ad-
dition to the three strong peaks (4, B, and C) shown in Fig. 3
(Z=-3.3 A), there are three weak peaks (G, H, and J) at
Z=-33 A in this image. Also, three weak peaks (not
shown) are found due to the SNN Si atoms in the first Si
layer. The peaks due to the third-layer Si atoms and the SNN
Si atoms in the first layer are not observed in the images
obtained by either the standard transform or the self-
normalization transform.*'* To our knowledge, this is the
first time a PHI image for a single adsorption site reveals so
many of the atoms neighboring the emitter.

In the case of the ethylene on Si(100) system, the two
carbon atoms of the ethylene molecule each sit in inequiva-
lent sites. In Ref. 5, reporting experiments, the molecule was
found to sit atop a Si-Si dimer. When the standard transform
was used, no other Si neighbors were observed. Figure 4
shows the ball-stick model for a PHI image model, where the
two carbon atoms P and Q are placed at the origin. A proper
atomic structure construction would have the carbon ball
separated. The inversion places all emitters at the origin of
the image. As discussed in Ref. 5, this makes it more difficult
to make atomic assignments for the image peaks. The emit-
ters (two carbon atoms in one ethylene molecule) are labeled
P and O, and a two-letter label is used for peaks in the
image, e.g., E/P means Si atom E as “seen” by carbon emit-
ter P. This work used a single-domain sample with double-
high atomic steps. Recently the same site was reported by a
“trial and error” comparison of photoelectron diffraction
spectra with simulations'* for a two-domain sample.

Figure 4(b) shows an X-Y planar cut which passes
through the second-layer Si atoms at Z=—-2.8 A. These
atoms are the four strongest spots (D/Q, E/P, F/P, and
G/Q) in the image. The X direction is parallel to the edge of
the step, and hence parallel to the dimer bond. The X and ¥
coordinates of the spot D/Q are 1.2 and 1.9 A, respectively.
The spots form a rectangle. In the bulk crystal structure,
however, they should form a square, ignoring any second-
layer distortion due to the dimerization. The ¢“double-
exposed” rectangular image can be reduced to a square
atomic structure by shifting peaks along the X direction until
a square is formed. A ball-stick atomic structure could be
constructed from Fig. 4(a) by imagining the ball P/Q to be
two superimposed balls which could be separated to form the
C,H, “molecule” with concomitant shifts of the Si balls. The
shift is 1.4 A, and represents a carbon-carbon bond length in

the ethylene molecule, which agrees with that of the free -

ethylene molecule (1.34 A). From this length and the sepa-
ration (0.6 A) of the peaks due to the Si-Si dimer given in
our paper,’ we obtain the Si-Si dimer bond length to be 2.0
A, which is fairly close to the Si-Si dimer length (2.23 A) of
the clean Si(100) surface.!> This is direct evidence that eth-
ylene adsorption does not break the Si-Si dimer bond, but
only modifies the bond. The results essentially resolve one of
the questions for ethylene adsorption.

In addition to the two cases mentioned above, the KDS

PHYSICAL REVIEW B 65 075410
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FIG. 4. (a) 3D effective image structure where the two inequiva-
lent carbon emitters are both placed at the origin of the
C;H,/Si(100)-(2X 1) system. Small balls for hydrogen are added
in geometrically likely positions based on the expected carbon hy-
bridation. The (P/Q) ball represents the carbon atoms. The larger
balls below represent the Si dimer atoms. Balls D, E, F, and G in
the shaded horizontal plane are the Si atoms in second layer. (b) The
X-Y plane cut at Z=-28A through the second-layer Si atoms
obtained by the KDS transform. The four strong spots (D/Q, E/P,
F/P, and G/Q) are due to the second-layer Si atoms. The coordi-
nate unit is AX. (The other weak spots are due to the artifacts.) An
atomic structure representation would be obtained by expanding the
X direction (dimer bond direction) to obtain a square mesh for E, D,
F, and G.

transform has been successfully used for other experimental
and simulated PHD data. Thus, we conclude that the KDS
transform is a new and very useful method to determine the
atomic structure for atoms (adsorbate) at a surface.
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In addition, if we take a second- or higher-order deriva-
tive of function y with %, then the atomic image function
would be enhanced by a higher power of R. It would seem
that an image with even more distant scatterers would be
seen. However, the derivative also “enhances” errors and
noise. Hence the “cost” would be an increased precision in
the data which would dramatically increase the measuring
time.

The KDS transform used here is quite different from the
self-normalization method proposed by Luh ef al.* although
they sometimes called it the differential or derivative
method. Luh et al. took the derivative of the PHD data with
respect to the photon energy, and then integrated for a x
function. In pure mathematics, the derivative-integration
cycle would not yield any change to the PHD data. As ex-
pected by Luh ez al.,* this process removes the discontinui-
" ties that may arise in the PHD data due to the limitations of
the experimental condition such as shifts in the photon flux.
In our method, however, we only use the derivative of the
function y instead of the differentiation-integration cycle. As
expected by the theoretical approach, the images obtained by

PHYSICAL REVIEW B 65 075410

the KDS transform can truly yield the more distant neighbors
(scatterers).

In summary, the KDS transform is successfully used to
construct atomic structures for the experimental systems As/
Si(100) and C,H,/Si(100). This illustrates that in the holo-
graphic imaging method data are collected and inverted to
directly obtain an image which needs to be inspected. No
modeling is needed to obtain the adsorption site. In compari-
son with the standard transform, the images obtained by the
KDS transform can yield more distant neighbors (scatterers).
The KDS images unequivocally confirm the As adsorption
site, and directly show that ethylene adsorption does not
break the Si dimer bond. Several investigators suggest the
dimer bond is broken. At the same time, no strong artifacts
are observed in the images. Therefore, the KDS transform
can be widely used for adsorbate systems.
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Depth-dependent low energy cathodoluminescence spectroscopy (CLS) has been

used to investigate the near-surface optical properties of n-type GaN epilayers
grown under various growth conditions. Both bare and reacted-Mg/n-GaN and
Al/n-GaN (annealed to 1000°C) surfaces were investigated. We find enhanced
emission at ~1.4, 1.6, and 2.2 eV from states within the n-type GaN bandgapnear
the interface of the reacted Mg with the semiconductor, which correlates with
previous measurements of Schottky barrier formation on the same specimens.
No clear evidence for p-type doping at the reacted interfacial layer is apparent.
For Al on n-type GaN, CLS emission is dominated before and after metallization
by “yellow” emission, which correlates only weakly with the Fermi level stabili-
zation. Instead, we observe emission above the GaN band edge emission at 3.85
eV, due either to deep level emission from AIN or to the formation of the alloy
Al Ga, N (x = 0.2) in the reacted near-surface region.

Key words: Defects states, n-GaN, Schottky barrier
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INTRODUCTION

The electronic states at metal contacts to GaN are
of significant concern for a wide range of microelec-
tronic and optoelectronic device applications. Rela-
tivelylittle is known to date about the localized states
at GaN junctions and their correlation with chemical
interactions and interdiffusion. One metal of particu-
lar interest for such interface studies is Mg, because
of its low work function and its acceptor nature in

GaN. Another such metal is Al because of its use as ,

part of the current standard ohmic contact+¢ to n-
GaN, and the existence of a chemical reaction be-
tween Al and GaN producing an interfacial AIN
layer’® and/or the binary alloy Al Ga, N. Possible
reactions and diffusion of these metals into the semi-
conductor may modify the effective doping level and
the deep level density, thereby influencing the effec-
tive Schottky barrier height. In this work, we investi-
gate the near-surface region of n-type GaN before and
after deposition of Al and Mg by cathodoluminescence
. spectroscopy (CLS) to correlate bulk deep level elec-

(Received August 28, 1998; accepted December 4, 1998)
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~ tronic properties with the near-surface interfacial

chemistry.

EXPERIMENT

We investigated deep electronic states near the
(0001) surface of nominally 1 pm thick n-type GaN
doped with silicon to n = 1 x 108 cm-3. The GaN was
obtained from different sources each using a different
growth technique: molecular beam epitaxy (MBE) on
sapphire (SVT Associates, Inc.), and metalorganic
vapor phase epitaxy (MOVPE) on 6H-SiC.

Approximately 30 monolayers (ML) of Mg were
evaporated on the (1 x 1) low energy electron diffrac-
tion (LEED) (ordered MBE grown surface in ultra
high-vacuum (UHV), while = 30 ML of Al were evapo-
rated in UHV on the MOVPE grown epilayer, which
also displayed a (1 x 1) pattern). The specimens were
then characterized by soft x-ray photoemission spec-
troscopy (SXPS), which provided a measure of the
metallic character of the overlayers as well as the
Fermi level movement. The Mg/GaN junction was

subsequently annealed to 1000°C, aimed at inducing

interdiffusion and p-type doping at the interface.
Similarly, the AVGaN junction was also annealed to




1000°Ctoinduce aninterfacial reaction.? The samples
were then sent via airmail, where we performed CLS
ina UHV chamber with pressures in the low 10-° Torr
range. During transit to Ohio State, the samples were
exposed to ambient conditions. For the UHV-CLS
measurements, an electron gun with an energy range
of 0.5-4.5 kV generated the optical emission, with a
beam spot size between 0.2-0.5 mm and with emis-
sion currents of 0.2-20 pA. The angle of the electron
beam relative to the sample was 45°. This glancing
angle enhances the surface sensitivity relative to
normal incidence excitation.

The optical train included an in-situ CaF, lens and
an ex-situ prism monochromator with 30-50 meV
resolution over the measurement range of the spec-
tra. An S-1 photomultiplier tube (PMT) was used over
the spectral range 1.0-4.0 €V to measure both deep
level and band edge emission from the GaN. To extend
the optical measurement deeper into the ultra violet
(UV), an S-20 PMT able to detect luminescence out to
the vacuum ultraviolet (~6.2 eV) was also used. The
CLS spectra presented have been corrected for the

spectral responsivity of the detectors, although not

for the full transmission of the optical train.
RESULTS

In order to establish any changes produced by the
metallization/anneal of the n-GaN, we first examined
the bulk CLS emission features of similar n-GaN
without metal. Furthermore, we examined n-GaN
surfaces grown by different methods to better under-
stand the characteristic bulk CLS features since,
even if material from one source were entirely repro-
ducible, different growth techniques can easily pro-
duce n-GaN with widely differing morphology, dislo-
cation density, and point defect densities. Besides the
energies and intensities of the deep level emissions,
the CLS experiments also probed these levels as a
function of depth below the free surface on a nanom-
eter scale. By increasing the electron beam energy in
CLS, onecanincrease the penetration depth ofthe hot
electrons and hence the depth for the generation of
electron-hole pairs.

For electron beagenergies of 3keV, arange of ~30
nm is estimated usfng the Everhart-Hoff model as-
suming a simple cos 8 angular dependence. There-
fore, the generation of electron-hole pairs is shown to
occur well into the bulk of the film.1° As shown in Fig.
1, the deep level and near band edge emission inten-
sities can vary significantly for epilayers made under
different growth conditions. By far the most intense
-emission comes from the MOVPE n-GaN, with the
peak emission occurring at 2.15 eV and a full width at
half maximum (FWHM) of 0.7 eV. Significantly less
intensity at 3.4 eV is evident from the epilayer due to
near band edge emission. The n-type GaN grown by
MBE, while showing less intensity overall, has al-
most all luminescence occurring at the band edge. We
have also observed a rich spectrum in the bandgap
from other GaN specimens prepared by different
methods at other energies such as 1.7,2.3,and 2.7 eV
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properties of the n-GaN grown by renttechniques. The measure-
ments were taken at room temperature, and a beam current of 2 HA.
The spectra are offset for clarity.

of unknown origin in addition to the main broad peak
intensity at 2.2 eV.11

The near-surface CLS (E = 0.5 keV) measure-
ments shown in Fig. 2 have several differences in
comparison with the bulk CLS spectra. As with the
bulk measurements, the most intense emission came
from the MOVPE epilayer. Near the surface, in addi-
tion to the emergence of a new peak at =2.75 eV and
the quenching of the band edge luminescence from
the MOVPE n-GaN, the 2.2 eV band is narrower
(FWHM =0.55 eV), and there appears to be a distinct
asymmetry to the feature suggesting at least two.
unresolved peaks.

In the near-surface region, the MBE n-GaN shows
the emergence ofluminescence over the whole bandgap
with the most intensity relative to the band edge
emission appearing at midgap energies, including a
weak feature at=1.6eV. In general, the near-surface
regions of these air-exposed specimens all exhibit
some mid-gap emissions, with intensities depending
on the growth,

Mg COVERED GaN

The MBE n-GaN specimens before and after the
creation of the interdiffused Mg interface were stud-
ied in greater detail by depth (dependent CLS over a
wide spectral range). As shown in Fig. 3, the domi-
nant feature for both the bare and the metal-covered
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Fig. 2. Near-surtace (E,,,,, = 0.5 keV) cathodolumﬁ:ence proper-
ties of the n-GaN epilayers. Spectra are taken with a electron beam
current of 4 uA at room temperature. Spectra are offset for clarity.

GaN is the band edge luminescence at 3.4 eV, along
with broad features at lower emission energies. The
relative intensities of the two main features vary
differently as a function of depth. The broad emssion
features decrease withincreasing excitation depth for
both metallized and unmetallized surfaces. On the
other hand, the near band edge luminescence de-
creases for both types of surfaces as the excitation
depth decreases. The effect of the Mg overlayeris also
highlighted by the depth dependence. At higher beam
energies (3.0-4.0 keV), the luminescence spectra of
the GaN with and without Mg are similar, which is
consistent with the bulk nature of the emissions. For
lower beam energies, the deep defect band increases
dramatically (by up to a factor of 4) relative to the
band edge in the Mg/n-GaN case, exhibiting indica-
tions of peak structures at 1.4, 1.6 and 2.15-2.2 eV.
This characteristic deep level emission reaches its
maximum at a probe energy of 1.0 keV. At this probe
energy, electrons deposit most of their energy at a
depth of only ~5 nm.!3 Subsequently, at 500 eV the

- deep level emission decreases once again relative to

the band edge.
Al COVERED GaN

The Al-covered GaN experiment shows a number
of significant differences with the Mg-covered GaN
results in Fig. 3. Figure 4 shows the depth dependent

- CLS spectra from a bare MOVPE n-type GaN epilayer

CL Intensity (Rel. Units)

308

and the Al/n-GaN structure annealed to 1000°C. In
contrast with 3, all of the spectra in Fig. 4 are domi-
nated by a broad “yellow” luminescence peak. The
shape of this peak shows no dramatic changes as the
penetration of the electron beam varies. For the bare
surface, the band edge luminescence is observed tobe
quenched below 2 keV, while in the Al/n-GaN case,
there is little or no band edge luminescence observed
even for energies up to 4 keV. While the shape of the
spectra does not change, the overall intensity does
decrease toward the surface. :

The “yellow” luminescence intensity centered at
2.15eVforthebaren-GaN exhibits a maximum below
the surface at 1 keV, decreasing by over a factor of
three at the lowest electron beam energy. In compari-
son, for the Al/n-GaN the maximum intensity occurs
at the higher beam energy of 2 keV, and by 0.5 keV,
the peak intensity has dropped by over an order of
magnitude. The appearanceof thismaximum atdeeper
excitation energies for the Al-covered surface is con-
sistent with the added thickness of the overlayer. The
only other difference between the metallized and air-
exposed surfaces is the increase of the surface-related
peak at 2.7 eV, which might be due to the reacted
interface or due to impurities on the surface. Addi-
tional UHV experiments on clean surfaces are planned
to address this issue.
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Fig. 3. Depth dependence of the n-GaN bare surface (top panel) and
the Mg/GaN interface after annealing to 1000°C (bottom panel).




CLS measurements of the Al/GaN interface using
an S-20 PMT, with higher UV sensitivity, provided
additional evidence for a reaction between Al and the
GaN. Figure 5 shows, in addition to the near-band-
edge emission luminescence at 3.4 eV, a high energy
shoulder above the bandgap of GaN. This partially
resolved peak feature appeared most pronounced at 1
keV, corresponding to approximately the same depth
below the free surface as for the features induced by
the metal at the Mg/GaN interface. From the inset of

Fig. 5, this peak is clearly resolved at 3.85 eV, and-

cannot be from the GaN.

The SXPS measurements® show that the Fermi
level of the reacted Mg/n-GaN stabilized 2.2 eV above
the valence band edge. For the reacted Al/n-GaN
interface, this Fermi level stabilization occurs at 2.4
eV above the valence band edge, reflecting the differ-
- ences in the electronic and chemical nature of the two
metals. For the Mg case, it is unclear from the SXPS
measurements whether the Mg diffused beyond a
thin Mg,N, layer, or evaporated off the GaN surface
before it could diffuse into the semiconductor.?? In
comparison, for the Al/GaN case, there is an indica-
tion of the formation of AIN in the SXPS spectra as
measured by the observed shift in the Ga 3d core
level.13

DISCUSSION

High densities of defects near the surface as well
as interfacial chemical bonding are known to be
important extrinsicfactorsinthe formation of Schottky
barriers between metals and semiconductors. CLS
has previously been shown to be sensitive to elec-
tronic states capable of trapping charge in the near
surface region of semiconductors.!* Therefore, it is
possible that there might be a correlation between the
presence of either Mg,N, or AIN, interface states, and
the deep levels observed in the respective low energy
CLS spectra. .

Depthdependent CLShasbeen performed on GaN
previously;*1” however, we believe this is the first
investigation of GaN by CLS which has looked in
detail at emission in the extremely low energy near-
surface region below 4 keV. Because the depth of
excitation is a strong function of the incident electron
beam energy of a few keV or less, this technique
provides the capability to probe electronic defect lev-
els localized both within a few nanometers of “buried”
interfaces as well as within the junction constituents.
Both the Mg/n-GaN and the AVn-GaN junctions stud-
ied here take advantage of this “buried” interface
capability. Althoughboth were formed in UHV, trans-
port in air left some adventitious C and O, as mea-
sured by Auger electron spectroscopy (AES). Adventi-
tious contaminants act primarily to reduce any opti-
cal emission due to surface recombination, not add
new features. Our highest energy subsurface spectra
-allow one to distinguish between optical features
related to the local interface vs surface contamina-
tion. The subsurface nature of the CLS spectra pre-
sented here minimizes effects of such contamination
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Fig. 4. Depth dependence of the n-GaN bare surface (top panel) and
the AUGaN interface after annealing to 1000°C (bottom panel).

on the optical spectra.

From the results on the free surface shown in Fig,
1, we can already conclude the different growth tech-
niques produce distinctly different luminescence pat-
terns. For the MBE grown n-GaN, the CLS spectra
shown in Fig. 3 is dominated by the band edge lumi-
nescence, not emission from the deep level at 2.15eV.
Deposition and subsequent annealing to 1000°C of
the Mg/n-GaN does not produce enough deep level
emission to completely dominate the optical spec-
trum; instead, enhanced emission is observed at 2.15
eV, along with peaks at 1.6 and 1.4 eV, respectively.
Assuming that the Fermi stabilization energy is asso-
ciated with localized states within the bandgap, one
might expect any optical transitions into and out of
such astatetooccur at 1.2 (outside the detectorrange)
and 2.2 eV, respectively, i.e., complementary transi-
tions adding up to the bandgap of 3.4 eV. Lower
energies would result from transitions to or from
states separated from the band edges. Thus, the 2.15—
2.2 eV spectral feature observed in Fig. 3 does appear
to correlate with the 2.2 eV Fermi level stabilization
above the valence band.

In addition to producing Fermi level movement
and band bending, Mg is also a p-type dopant in GaN.
Based on previous measurements of GaN:Mg, the
electrically active Mg acceptor level luminescences
strongly at 2.9-3.2 eV.!® Figure 3 shows no clear
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indication of such luminescence. Hence, the “buried”
interface CLS measurements provide no evidence to
suggest incorporation of Mg within the GaN lattice
occurring at the interfacial regime.

For the Al/n-GaN specimen shown in Fig. 4, the

CLS spectra at all energies is dominated by the strong

“yellow” luminescence centered near 2.15 eV. The
deposition and annealing of Al over then-GaN hasnot
qualitatively changed the spectra of emissions below
the band edge, merely enhanced or lowered emission
already present in the bare surface case (notwith-
standing the new, above-bandgap peak shown in Fig.
5).

For this Al/n-GaN case, SXPS shows that the
Fermi level stabilizes at 2.4 eV, an energy 0.2 eV
higherin the bandgap than for the Mg case. Although
the 2.15 eV luminescence could originate from such a

Such emission may correspond to either a deep level
defect from the AIN or the alloy Al Ga, N (x=0.2)9% ,__
Indeed, SXPS core level shift measurements indicate
the presence of an Al-N reaction, favoring the forma-
tion of AIN over the presence of the alloy. Such an
interfacial compound would certainly alter the depen-
dence of Schottky barrier formation on the properties
of metallic Al. While the role such a layer plays in
altering interfacial charge exchange is not yet evi-
dent, the CLS measurements reported here clearly
show that a reacted compound with a wider band gap
than GaN has formed on a nanometer scale at the Al-
GaN junction.

CONCLUSION

In summary, depth-dependent low energy
cathodoluminescence spectroscopy (CLS) has been
used to investigate the near-surface luminescence
from n-type GaN epilayers grown by various growth
techniques. We find enhanced emission from states
within the bandgap of the Mg/GaN epilayer below the .4~
free surface, probably, from theinterface of the regeted
Mg metal with the semiconductor, but no clear evi-
dence for Mg incorporation into the GaN lattice. The
2.15-2.2 eV emission is in good agreement with the
SXPS observation of Fermi level stabilization at 2.2
eV above the valence band maximum. For the AV/n-
GaN case, CLS and SXPS data do not correlate aswell
(the CLS is dominated by luminescence at 2.2 eV,
while the SXPS shows a Fermi stabilization energy of
2.4 eV). Above band-gap emission at 3.85 eV provides
evidence of a new interfacial compound, either a deep
level defect from AIN identified by SXPS or from the
alloy Al Ga, N (x = 0.2). CLS has shown the capabil-
ity of distinguishing the density of deep level states
both in the near-surface and sub-surface regions of n-
GaN. These results are the first steps toward an
understanding of the Schottky barrier formation at
free metal-GaN interfaces.
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Photoemission spectromicroscopy is employed to investigate the inhomogeneities of surface
electronic structures of epitaxial lateral overgrowth GaN material. The image, acquired on a clean

l. INTRODUCTION

Wide-band-gap II-V nitrides have attracted much atten-
tion because of their scientific significance and for their po-
tential for many practical applications.! Among them, gal-
lium nitride (GaN) is the most interesting material because of
its suitable direct band gap of 3.4 eV at room temperature,
notable chemical inertness, and great physical hardness.
These attractive properties make it ideal for fabricating elec-
tronic and electro-optic devices. Considerable effort is under-
way to develop high Ppower electronics. The optical applica-
tions include devices operated near the short wavelength end
of the visible range [i.e., blue and ultraviolet light emitting
diodes (LEDs), detectors, and laser devices].>* However, the
development of ITI-V nitride materials and devices has suf-
fered from the lack of availability of low-dislocation-density,
lattice-matched native nitride substrates for device synthesis
using metalorganic vapor phase epitaxy (MOVPE) and mo-
lecular beam epitaxy (MBE) methods. As a consequence,
growth of GaN on mismatched substrates such as sapphire or
SiC produces a columnar-like material consisting of many
small hexagonal-like grains.* When the latter materials are
prepared by MOVPE they show high dislocation densities of
10°-10% per cm?, Recently, there have been demonstrations
of defect reduction in the growth of GaN layers on sapphire
and SiC using an epitaxial lateral overgrowth (ELO)
technique.’ The technique uses GaN/sapphire (or SiC) layers
patterned with SiQ, as a substrate, which produces stripes
(~10 um wide) of GaN and a remarkable reduction in the
dislocation density to about 10¢ per cm? or less. Laser diodes

YElectronic mail: uphgl @ gemini.oscs. montana.edu
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with very long continuous wave (cw) lifetimes have been
fabricated from these ELO GaN materials 6

In this work, the synchrotron-radiation-based photoemis-
sion spectromicroscopy technique is employed to study the
inhomogeneities of the surface electronic structure of
MOVPE-grown ELO GaN materials. Photoemission spectro-
microscopy is a combination of classic photoemission tech-
niques and microscopy. The key point in the method is to
reduce the size of the light spot on the sample to submicron
size while keeping enough photon flux to .obtain a good
signal-to-noise ratio. In the past several years this technique
has been highly developed at high-brightness third-
generation synchrotron radiation sources. These experiments
used the MAXIMUM microscope in the Advanced Light
Source (ALS) in Berkeley.’” The technique is capable of ac-
quiring chemical and electronic information from a tiny local
area so that all investigation of inhomogeneities of sample
surfaces can be performed. The measured size of the beam
spot is 0.1 um. Due to a patterned substrate, ELO-grown
GaN materials have three different areas, i.e., the window
areas between masks (homoepitaxial growth), the areas over
the SiO, stripes (lateral overgrowth) and the boundary re-
gions where the growth fronts meet and coalesce. The GaN
does not wet the Si0, film. To characterize these materials,
photoemission spectromicroscopy with um or sub-um spa-
tial resolution is a suitable technique for mapping these sur-
faces to obtain their electronic structures. In this article, the
experiments have been done on clean surfaces, surfaces ex-
posed to atomic hydrogen, and surfaces covered by about 10
monolayers (ML) of Mg. This article is organized as follows:
In Sec. I are details of the experiment. In Sec. III we de-
scribe the results and their interpretations. The conclusions
are given in Sec. IV.
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FiG. 1. Schematic layout of the MAXIMUM photoemission microscope and Beamline 12 at the ALS.

Il. EXPERIMENTAL DETAILS

The ELO GaN films used in the experiments were grown
on the basal plane of sapphire by MOVPE at North Carolina
State University. The first step was to grow a conventional
low-temperature (~500 °C) buffer layer of GaN on (0001)
sapphire followed by the deposition of 1-2 um of GaN at
high temperature (~1050 °C). The GaN film contained the
typical ~ 10°—10 dislocations per cm?. The next step was
to make the SiO, pattern by covering the entire wafer with
~100 nm of Si0,. Then the window stripes in SiO, were
obtained by the conventional photolithography method
where etching of the SiO, exposes parallel stripes to clean
GaN separated by stripes of SiO,. These stripes were ori-
ented along a {1100} GaN crystal direction. Because of the
30° rotation of the GaN epitaxy on basal-plane sapphire, the
GaN stripe length corresponds to the direction of a line
drawn from the center of the sapphire wafer that is perpen-
dicular to the {1120} sapphire flat. The window and SiO,
stripe widths are 3 and 15 um, respectively. The resultant
substrate was used for final growth of a film of about 7 um.
Homoepitaxy occurs in the window areas with vertical
growth. When tbe slots are filled the film also grows later-
ally. :

The surface morphology of ELO GaN films was charac-
terized by the atomic force microscopy (AFM) technique.
The AFM image was taken in contact mode with a TopoMe-
trix Explore spectroscopic phase modulated scanning probe
microscopy (SPM) system.

The photoemission spectromicroscopy investigations
were conducted with MAXTMUM on the undulator Beam-
line 12 at ALS, Berkeley.® Figure 1 is a schematic layout of
the MAXIMUM microscope. The monochromatic beam is

JVST B - Microelectronics and Nanometer Structures

focused onto a 2 um pinhole, which is demagnified with a
Schwarzchild lens. The 2 um pinhole gives a sample surface
spot size of 0.1 um. To obtain high reflectivity the surfaces
are coated with a multilayer film designed for hv =130 eV.
The band pass is quite narrow, so the photon energy is not
tunable. Scanning of the sample surface to obtain an image is
realized by rastering the sample in a plane (X-Y) perpendicu-
lar to the beam. Photoelectrons are detected by a cylindrical
mirror analyzer (CMA). The symmetry axis of the CMA is in
the plane defined by the sample surface. The polar angle, 6,
of the emitted electrons varies from 60° to 90°. The sample
is oriented so that the CMA ‘‘looks’ across the stripes re-
sulting in images of the groove with some asymmetry. Data
are collected in two modes: (a) the scanning mode where
two-dimensional (2D) image is acquired by measuring the
photoelectrons at a given kinetic energy, and (b) the micro-
probe mode where an energy distribution curve (EDC) is
acquired at the position of interest. Independent tests show
that the beam spot is 0.1 um.

The samples were cleaned by heating them in an ultrahigh
vacuum (UHV) chamber with a recipe used in other studies.’
The samples were exposed to atomic hydrogen with a typical
hot W filament near the sample surface. Magnesium was
evaporated from a Ta boat.”

lll. RESULTS
A. Clean surface

The AFM image of the ELO GaN surface (sample M287)
is depicted in the 100X100 wm? image of Fig. 2(a). The
lateral growth fronts meet and leave grooves as clearly seen
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FiG. 2. (a) AFM image of a 100100 um? area of the ELO GaN surface
(sample M287). The bright areas represent the flat growth stripes and the
dark areas are the fronts where the growth stripes meet. (b) Line profile
obtained from the above image at the position marked by the horizontal line
across the image. (c) Schematic drawing of the structure of the ELO GaN
material.

in the image (dark stripes). The growth fronts have a partial
coalescence. Figure 2(b) shows a line profile made across the
sample at the location indicated by the horizontal line. Figure
2(c) shows a sketch of the cross section of the ELO GaN.
The (0001) surfaces of the GaN stripes are very flat but differ
in height from each other. The front-meeting grooves are 4
um wide and about 4.3 um deep. The angle between the
walls of the fronts that meet and the sample’s surface [ie.,
the (0001) face] in the line profile is about 65°, which sug-
gests that it is the {1101} plane. The AFM tip used in this
measurement is 20°. The growth side wall is {1120} and
depends on the growth conditions (the III-V ratio). The in-
clined walls at the growth-front areas is either in the {1 122}
or the {1101} facet, which is 50° or 62°, respectively, to the
sample’s surface. The measured face is attributed to the
latter. :

The scanning-mode measurement of the photoemission
signal with the spectromicroscope is used to obtain an over-
view of the above sample. Figure 3(a) is the image and Fig.
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FiG. 3. (a) Photoemission spectromicroscopy image of a 100X100 um? area
of the ELO GaN surface (sample M287) formed by the signal at the peak of
the Ga 3d core-level emission at a kinetic energy of 104.6 eV. In the 2D
map, the bright areas represent growth stripes and the dark areas represent
the stripes where the growth fronts meet. The CMA detects the electron
emission directed to the left. (b) Line profile obtained from the above image
at the position of the straight line across the image. -

3(b) the line profile. The 100X100 xm? image is acquired
with a step size of 1 wm by recording the signal from Ga 3d
core-level emission peak at a kinetic energy of 104.6 eV. In
the image, bright areas comrespond to stripes of GaN and
dark areas are stripes due to the front-meeting grooves. The
photoemission signal (PESS) line profile shows the same
general features as the AFM results shown in Fig. 2. The
PESS has a slightly wider ‘“V’’ groove than that in the AFM
micrograph; they are about 4.2 and 3.6 pam, respectively.
The contrast mechanism producing the spectromicroscopy
image is largely due to the angular dependence of the yield
and the different orientations of the plateau areas and the
valley areas. So the CMA analyzer ““looks’” at plateau and
valley areas from different angles. The photoemission inten-
sity falls off as the horizon is approached and is nominally
proportional to cos?@ where 8 is the photoelectrons’ takeoff
angle. Thus, the CMA will measure different emission inten-
sity from surfaces at different angles. Other contrast mecha-
nisms can be the inhomogeneity of the chemical environ-
ment, the electronic structures, etc. In addition to these
properties that modulate the emission signal strength, they
may also cause kinetic energy shifts that can be monitored.
For better understanding of inhomogeneities of the sam-
ple’s surface electronic structure, high-spatial-resolution im-
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ages are acquired. Then, based on this image, localized
EDCs of the Ga 3d core-level emission are obtained by the
microprobe mode from different locations on the surface.
Figure 4(a) shows a 30X30 um? image with a step size of
0.3 um made with the Ga 3d peak emission at an electron
kinetic energy of 104.6 eV. Figure 4(b) is a line profile
across the sample surface at the position marked by the ar-
row where the CMA electron detector is on the left side. The
PESS is shown by a gray scale and one can note that the
average intensity decreases as the ALS storage ring’s stored
current decreases, i.e., the scan is from right to left. The
curvature in the image is due to drift in the microscope.
Localized EDCs for the Ga 3d core level are obtained from
the sample at positions labeled (a), (b), and (c) in the image
with about a 0.1 um spot size located at the front-meeting
area, lateral overgrowth area, and vertical-growth window
area, respectively. The spectra are shown in Fig. 4(c) where
the three EDCs are normalized to the same peak intensity.
The difference curve ‘‘(c)-(b)’’ is a flat featureless line,
which demonstrates the uniformity in surface electronic
structures for the vertical-growth window areas and the lat-
eral overgrowth areas. However, curve (a), which is from a
front-meeting area shows a shift of 0.15 eV. However, the
difference curve *‘(b)-(a)”’ is also flat after curves (a) and (b)
are lined up. These observations suggest no line shape
changes and the shift is attributed to a change in the surface
Fermi level position. The surface Fermi level pinning posi-
tion for the GaN stripes (including the window and over-
growth areas) is about 0.15 eV lower than that for the region
where the growth fronts meet.

Photoemission data from another sample (M273) are
shown in Fig. 5, which has narrower growth-front grooves.
The former sample is used for atomic H adsorption and the
latter for Mg adsorption experiments. The Ga 3d EDC set
shows the same Fermi level pinning behavior for the front-
meeting regions versus the flat stripes. The only difference is
that the front-meeting grooves are about 2 um wide. Note
that the flat region near the groove, particularly the right
side, has a slightly larger PESS (the white stripe). There is no
present explanation for this unless the film ‘‘pushes’” up a bit
next to the coalescence line.

B. Atomic hydrogen adsorption

The clean ELO GaN surface is exposed to atomic H by
the use of a 2000 °C W filament very close (5 cm) to the
sample surface. The molecular H, dose was about 1000 lang-
muir. Figure 6(a) illustrates the photoemission spectromi-
croscopy formed from the peak emission of the Ga 3d level,
where the image is 30X30 um? with a 0.5 um step size. The
same Ga 3d peak position of kinetic energy, 104.6 eV, is
used. Figure 6(b) depicts the line profile taken across the
sample at the position marked by the arrow. The sample had
to be moved to the preparation chamber for dosing, so the
exact sample position is not reproducible. Furthermore, the
sample stage in the microscope permits some variation of the

. angle between the light beam and the sample normal, which
is the reason why the signal in Fig. 6(b) has a slope. Com-
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FiG. 4. (a) Photoemission spectromicroscopy image of a 30X30 zm? area of
the ELO GaN surface (sample M287) formed by the signal at the peak
position of the Ga 3d core-level emission at a kinetic energy of 104.6 V.
(b) Line profile obtained from the above image at the position marked by the
arrow. (c) Ga 3d core-level EDCs collected by the microprobe mode with a
0.1 um beam spot at positions (a), (b), and (c) shown in the image. The
curve ““‘(b)-(c)”’ is the difference between curves (b) and (c), where one is
from vertical growth in the window and the other is from the lateral over-
growth area, respectively. The curve *‘(b)-(a)’’ is the difference between
curves (b) and (a), which is from a front-meeting region after they are
shifted to line up.
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FiG. 5. Scanning mode image (a) with line profile (b) and microprobe Ga 34
EDCs (c) obtained from sample M273. The results are basically the same as
those in Figs. 3 and 4 (sample M287) except for the width of the front-
meeting stripes which are 2 pm according to the AFM data.

pared with the image and line profile from the clean surface
in Fig. 4, the atomic hydrogen exposure causes dramatic
changes for the ELO GaN surface. On clean surfaces, the
window and overgrowth areas have uniform intensity, and
the front-meeting signal looks like a V-shaped groove, which
is analogous to the AFM “‘true”’ morphology. The ratio of
the photoemission signal for the uniform area to the center of
the front-meeting minimum is about 3/2. On the H-exposed
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F1G. 6. (a) Photoemission spectromicroscopy image of a 30X 30 pum? area of
the ELO GaN surface (sample M287) exposed to atomic hydrogen. It is
acquired by collecting the photoelectron signal from the peak of the Ga 34
core-level emission at a kinetic energy of 104.6 V. (b) Line profile obtained
from the above image at the position marked by the arrow. The weakest
emission (darkest) stripe is attributed to the bottom of the **V’’ in the
front-meeting region. (c) Microprobe Ga 3d EDCs collected at the position
noted by (a)-(g) in the image. All the EDCs are essentially equivalent.

surfaces, the window and overgrowth areas are still rather
uniform, but the front-meeting region has a *“W”’ shape. The
darkest lines in the image are attributed to the darkest line in
the image of the clean surface. The CMA is collecting pho-
toelectrons going to the “‘left.”’ The ratio of the signal be-
tween the ‘‘groove’” and the uniform region appears to be
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close to 1. The photoemission image of the growtb-front re-
gion has a width of about 6.5 um. The H appears to increase
the emission signal at the groove centers, which face the
CMA detector. An interpretation of this is not straightfor-
ward, but we suggest that H at the corner portions of the
growth-front area increases the emission normal to the emit-
ting surface which is off normal towards the groove with
respect to the overall surface normal. This would increase the
emission at the right corner and decrease it at the left corner,
as observed in the data. If the corner has a weaker slope
angle than the groove side wall, one could say that the H
peaks the emission in the forward direction and the detec-
tor’s orientation is such that we see a bigger signal on one
side and a smaller one on the other. Another mechanism
could be different H adsorption properties for the different
crystalline surface and it would not be expected that one side
wall would be different from the other side wall.

A set of localized Ga 3d EDC data was taken on a line
with a uniform distribution of positions, as shown by the
letters in the image shown in Fig. 6(c). Some are from the
flat region and some are from the groove. The spectra are
essentially all the same shape and at the same energy posi-
" tion, as shown in Fig. 6(c). The peaks are at a kinetic energy
of 104.45 eV, which is the same position as the Ga 3d peak
from the front-meeting regions for the clean surfaces. The H
adsorption shifted peaks from the vertical and lateral growth
areas from 104.6 to 104.45 eV (i.e., 0.15 eV). The uniform
Fermi level is a bit of a surprise.

C. Magnesium films

Magnesium was vapor deposited onto a clean ELO GaN
surface. About 10 ML on sample M273 gives an image that
is quite similar to the one observed for the clean surface; see
Figs. 7(a) and 5(a), respectively. As is seen in the line scan
of Fig. 7(b) the signal strength ratio for the flat region versus
the groove is about 3/2, the value for the clean surface. The
result is quite different from the behavior for atomic H ex-
posures. Figure 7(c) shows localized EDCs for the Ga 3d
level from the Mg-covered ELO GaN surface taken by the
microprobe mode. The curves from points located at posi-
tions labeled (a)—(f) show different line shapes and kinetic
energy positions. The differences show no obvious relation-
ship with the sample’s structure. The differences are attrib-
uted to the inhomogeneities in the Mg overlayer thickness on
the ELO GaN material. Based on the previous data we have
measured for Mg/GaN contacts’ (done on conventional GaN
samples). We found that Mg grows on the GaN surface by
Stranski-Krastanov (SK) mode with one or two layers for
wetting layer followed by island growth. The EDCs for po-
sitions (a) and (e) should be viewed differently than those for
other positions since the absorption on crystalline faces in
the groove can be different. Notice that the groove images
are not uniform, which is again attributed to Mg island for-
mation. If it is also the case for this ELO GaN material, then
the photoemission spectromicroscope can *‘see’” either is-
land areas or the between-island areas. These two areas have
different Mg coverages and this causes the differences in Ga
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Fi. 7. (a) Photoemission spectromicroscopy image of a 50X 15 um? area of
the ELO GaN surface (sample M287) with a 10 ML equivalent Mg deposi-
tion. (b) Line profile obtained from the above image at the position marked
by the arrow. (c) Microprobe Ga 3d EDCs collected at the positions from
(a)-(f) noted in the image. All the curves have different energy positions
that have no apparent relationship to the growth stripes on the film.

3d core-level emission lines. The island areas have a thicker
Mg film so Mg-induced band bending can be larger and the
Mg/GaN reaction can be more prevalent. As a result, the Ga
3d core level peak shifts to the higher kinetic energy side.
For the same reason, if the probe beam spot is on the areas
between islands, which have less Mg coverage compared
with the islands, the Ga 3d core level will show a smaller
energy shift. The small shoulder on the right-hand side of the
main peak is attributed to metallic Ga atoms. It forms due to
the reaction between GaN and Mg, where Mg atoms replace
Ga atoms. The intensity of this shoulder also shows some
weak variations in the EDCs from different positions.

IV. CONCLUSIONS

Photoemission spectromicroscopy has been employed to
investigate the inhomogeneities of the surface electronic



1890 Yang et al.: Photoemission spectromicroscopy studies
structure of ELO GaN films. The PESS image acquired by

the scanning mode on the clean surface shows a surface mor-

phology which is similar to that of the AMF image. The

contrast mechanism is attributed to the angular dependence

of the photoemission yield. While Mg deposition has little

effect on the mechanism, atomic H adsorption modifies it.

Contrast changes due to the presence of adatoms appear to be

quite weak. The relative orientation of the grooves and the

CMA shows some differences in the groove areas. Nomi-

nally the emission is greater when the groove face is oriented

towards the CMA. Localized EDCs for Ga 3d core-level

emission taken with the microprobe mode show morphologi-

cal differences. On the clean surface, the Fermi level pinning

position for the front-meeting regions shifts 150 meV com-

pared with the window areas and overgrowth areas. How-

ever, the position dependent EDCs showed no difference for

vertical growth from the windows and the lateral growth ar-

eas.

Hydrogen adsorption induced changes in the image and
the EDCs energy position. The front-meeting area showed an
increased signal strength for the corner facing the CMA and
a decrease of emission from the corner on the other side.
This is attributed to H changing the emission direction more
toward the local-face normal. Effects due to crystalline face
orientation or defect densities, if they exist, were not strong
enough to be observed. All the EDCs for the hydrogenated
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surface have the same energy position, which is the one mea-
sured from the grooves on the clean surface.

The Mg-covered sample has an image quite similar to the
clean case, indicating that the crystal orientation effects are
weak. The energy dependence of the Ga or Mg EDC peak
positions varies a good bit, but with no correlation to the
GaN film’s striped character. The variation is attributed to
island formation in the SK growth mode.
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Recent studies using Auger Electron Spectroscopy (AES) on polycrystalline titanium surfaces led to the
discovery of a temperature-dependent phenomenon for the removal of sulfur using oxygen exposures.
It was seen that at temperatures greater than 200°C and pressures lower than 10~7 Torr O, the rate of
sulfur removal from the surface was decreased significantly. The decrease in this rate of sulfur removal
can be linked to several factors, including the temperature-enhanced diffusion of sulfur to the surface
and the temperature-enhanced diffusion of oxygen into the bulk. By varying the pressure of oxygen and
the temperature of the substrate and by monitoring the surface with AES we were able to identify the
significant factors. A kinetic model for the two surface species is discussed and fit to the experimental -
results. This kinetic model includes physical parameters for such things as the activation energy for
the sulfur diffusion to the surface as well as sticking coefficients for oxygen on the surface. Through
this model the relevant factors for the decrease in the rate of sulfur removal are examined. .

1. Introduction

There has been much interest in polycrystalline tita~
nium films and their abilities to adsorb gasses over
the years. Several studies on adsorption,»2 especially
oxygen adsorption,3~® have been done on this sur-
face. In these studies little attention has been paid
to the role of contaminants, such as sulfur, in tita-
nium and their effects upon the adsorption of these
gasses. In fact contaminants can play a significant
role in the sorption of these gasses, as shown in a hy-
drogen and oxygen adsorption study.” Teter showed
that sulfur, the major contaminant in titanium, had
a significant impact upon the oxidation of polycrys-
talline titanium at temperatures above 400°C. It was
seen that at high temperatures and pressures below-
10~7 Torr the sulfur played a significant role in re-
ducing the rate of oxidation on titanium. This result
could be explained by the segregation of sulfur to the
surface at these higher temperatures. It was our in-
tent to expand on the previous experiments and to

show the mechanisms for the reduction of the rate of
oxidation when sulfur is segregating to the surface.

2. - Experimental Setup

The experiments were carried out in the Ion Beams
Laboratory at Montana State University in a stain-
less steel vacuum chamber designed for gas adsorp-
tion studies. The chamber is equipped with an Auger
Electron Spectrometer with a cylindrical mirror ana-
lyzer acquiring in the N(E) mode. It is also equipped
with a UTI quadruple mass spectrometer, a flood
sputter gun, and a system of Varian leak valves. The
pressure in the chamber was monitored with an un-
calibrated nude ion gauge with an Inficom controller.

- The base pressure after bakeout was 1010 Torr.

The polycrystalline titanium sample was pur-
chased from Alfa AESAR. The manufacturer claimed
a purity of 99.99+. The sample thickness ‘was
0.25 mm. It was spot-welded to a thicker piece of
manufacturing quality titanium to keep the sample
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from deforming during heating. Heating was accom-
plished with a hot W filament behind the sample to
temperatures of 450°C and to higher temperatures
by electron beam heating. Temperature measure-

ments were made with a chromel-alumel thermocou-

ple spot-welded to the back of the sample.

The sample was annealed by electron beam hea-
ting to 750°C on entry into the vacuum system in
order to remove the buildup of carbon and oxygen.
The sample was maintained at 750°C for two min-
utes before each oxygen exposure, allowing the sulfur
to segregate to the surface until saturation occurred.
Two sets of exposures to Oz were done at tempera-
tures of 20°C, 200°C, 300°C, 350°C and 400°C. The
first set of exposures was with pressures at or below
10~7 Torr O,. The same temperatures were used in
the second set. The second set. of exposures started
with a pressure at or below 10~7 Torr O, for approx-
imately the first 40 langmuirs (1 L = 10~ Torr sec).
The pressure was then increased to 1078 Torr O;
until saturation of the oxygen signal. This set was
done in order to provide a comparison to the lower
pressure exposures. In both sets of exposures AES
was used to monitor the surface composition. The
relative concentrations of species on the surface was
then determined using the derivative peak to peak
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Fig. 1. Typical AES derivative spectra (a) before oxy-
gen exposure and (b) after 387 L of O2.

amplitudes and proper sensitivity factors for the AES
spectra. Figure 1 shows typical AES derivative spec-
tra (a) before oxygen exposure and (b) after 387 L
of 02.

A room temperature exposure of 5 x 1078 Torr
O, was also done in a chamber equipped with
X-ray Photoelectron Spectroscopy (XPS) and a
hemispherical energy analyzer with normal angle of
emission. The sample was prepared and annealed
in the same way as the previous experiments. The
base pressure in this chamber was 7 x 101! Torr af-
ter bakeout. The titanium 2p (BE 2p;,; = 460.2 eV,
2p3/y = 453.8 eV), the oxygen 1s (BE = 532 eV), and
the sulfur LVV (KE = 152 eV), 2s (BE = 230.9 V)
and 2p (BE 2p;;, = 163.6 eV, 2ps/; = 162.5 eV)
transitions were monitored during exposur'e.“'e’g By
evaluating the differences in the peak areas of the S
LVV Auger transition and S 2p emission we hoped
to confirm the desorption of sulfur from the sample
surface by oxygen exposures.

3. Results and Discussion

In Fig. 2, the relative concentrations of sulfur and
oxygen for the room temperature exposures are plot-
ted as a function of exposure (L). Figure 2(a) shows
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the 5 x 10~ Torr Oy exposure, and Fig. 2(b) shows
the combination exposure, starting at 5 x 10~8 Torr
and then switching to 10=¢ Torr O;. Both plots ex-
hibit the removal of sulfur during the exposure and
the rapid and complete saturation of oxygen on the
surface. By comparing (a) and (b) we see that there
is no pressure dependence in the room temperature
exposures. ‘

At the higher temperature exposures a dramatic
reduction in the rate of sulfur removal and the rate
of oxidation occurs. In Fig. 3, the relative con-
centration of sulfur and oxygen for the 350°C ex-
posures are plotted as a function of exposure (L).
Figure 3(a) shows the 10~7 Torr O, exposure, and
Fig. 3(b) shows the combination exposure starting at
107 Torr and then increasing to 10~ Torr O,. By
comparing the low pressure plot at 350°C, Fig. 3(a),
to the room temperature low pressure plot, Fig. 2(a),
we notice that the sulfur concentration drops much

" slower, and the oxygen concentration in'cre?.ées much
slower. This effect can be attributed to the in-
crease in sulfur segregation to the surface at 350°C,
or to the well-documented reduction in the sticking
coefficient of oxygen at higher temperature.? But
by comparing the low and high-pressure exposures
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Fig. 3. Oxygen and sulfur concentration vs. exposure
(L) of Oz at 350°C. (a) 10'7 Torr Oz, (b) 10~7 Torr
O, for first 100 L, then 10 Torr 0; untrl saturatlon of
oxygen.
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at 350°C Flgs 3(a) and 3(b), we notice a.definite
pressure dependence to the exposures.

This pressure dependence at higher temperatures
can be accounted for by postulating that the sul-
fur and oxygen are competing surface species. At
low pressures of Oy the rate of sulfur segregating to
the surface from the bulk, and the rate of impinge-
ment of oxygen from vacuum are similar. However,
at higher pressures of Oy, the rate of oxygen impinge-
ment has increased to the point where it greatly wins
out in the competition for surface sites. In Fig. 4, the
350°C concentrations are again plotted, this time as
a function of exposure time (seconds) to show this

increased rate of oxygen impingement upon the sur-.

face. Figure 4(a) shows the low-pressure plot, again
demonstrating the slow removal of sulfur and slow
oxygen increase. In Fig. 4(b) the combination expo-
sure is plotted. Once the exposure is increased to
10~ Torr it is obvious that the rate of oxygen im-
pingement. has increased on the surface, thus quickly
dominating the slower sulfur segregatlon to the
surface.

Finally, the question arose as to whether the sul-
fur was really being removed by the oxygen exposures
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AFig_. 5. (a) The S LVV Auger transition and (b) S 2p
XPS peak at various stages during a 5 x 10~8 Torr O3
exposure monitored with XPS.

or was being covered by the oxide layer forming over
the sulfur on the surface. Since the kinetic energies
of the outgoing electrons in the XPS experiment are
different for the S LVV and S 2p transitions, 152 eV
and 1323 eV respectively, the S LVV transition is
certainly more surface-sensitive. In Fig. 5, (a) the S
LVV Auger transition and (b) the S 2p emission are
plotted for various oxygen exposures. It is apparent
that the S LVV peak drops more rapidly than the S
2p peak. Figure 6 details the normalized peak areas
for the S LVV peak and the S 2p peak as a func-
tion of exposure (L). Notice that the overall drop
for the S 2p peak is 35% compared to 50% for the
S LVV Auger transition. One interpretation of this
" data is that since both peaks drop, and since the
S LVV Auger peak drops more quickly, the sulfur
is being removed from the sample by the oxygen.
However, it is important to note that quantitative
analysis cannot be done without knowing the depth
profile of the original sulfur concentration. Experi-
ments to gain this depth profile are being planned
and will appear in a future publication. The other
XPS peaks that were monitored during the exposure
followed the same trends as in other oxidation ex-
periments in the literature (see for instance Azoulay
et al4).
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Fig. 6. Normalized S LVV and S 2p peak areas as a
function of exposure (L).

4. Kinetic Modeling

A model was developed and fit to the AES data to
help clarify the mechanisms for the reduction in the
rate of sulfur removal and oxidation at the higher
temperatures. First it was noted that the oxygen in-
tensity appeared to be following a standard two-site
Langmuir adsorption model.!® So the kinetics for the -
oxygen were fit fairly well with a Langmuir kinetic
model given in Eq. (1).

df,/dt = (2T'S,/N,) - (1 =6,)%. . (1)

Here 9, is defined to be the normalized surface con-
centration of oxygen as seen by AES, S, is the stick-
ing coefficient of adsorption, I' is the flux given by
p/(2rmkpT)'/?, where p is the pressure, and N, is
the maximum number of surface sites available to
the oxygen. If sulfur in any way affected the oxygen
adsorption it would show up in the S, term in es-
sentially the same way as temperature is known to
affect this term. The rate for sulfur removal from the
surface was fit with two terms defined in Eq. (2).

db,/dt =v(1 —8,)(1 — 0o)2 —kf,.  (2)

Here 8, is the normalized surface concentration of
sulfur as seen by AES. The first term is a growth



term for sulfur at the surface and suggests that in
order for sulfur to segregate to the surface it requires
an empty site surrounded by two empty oxygen sites.
The second term in (2) is a typical first order des-
orption term. It could be argued that the desorption
term should not appear as a first order term since
the desorption should be in the form of SO,. How-
ever, non-first-order terms did not fit the data well
whereas the linear term seemed to fit well. From
first principles, it might be expected that v and k
both follow Boltzman factors (3) and (4) due to the
thermally enhanced diffusion and desorption respec-
tively. However, k might also have an oxygen pres-
sure dependence as well as a temperature-dependent
reaction rate for the production of SO,.

v = v, exp(—E, /kpT), (3)
- k= koexp(~Ex/kpT).. (4)

Figure 7 shows the fit for the 300°C 10~7 Torr
O2 exposure. Good agreement was found with the
model for the 300, 350 and 400°C temperatures. The
room temperature and 200°C exposures fit well to
the model but the coefficients did not compare well

1.0

Normalized Surface Concentration

8]
v=0.00055 k=0.0003 A=0.0014
0.0 o 1 i 1 i 1 " (1 " 1 A 1

0 1000 2000 3000 4000 5000 6000
Time (Seconds)

Fig. 7. Normalized oxygen and sulfur surface concen-
trations for the 300°C 10~7 Torr O, exposure. The lines
indicate the best fits to the experimental data according
to the kinetic models given by Egs. (1) and (2).
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with the higher temperature data. This could be as-
sociated with the differences in pressures between the .
low temperature and high temperature data (5x 108
Torr for 20 and 200°C and 10~7 Torr for 300, 350 and
400°C).

Table 1 detalls the results of the fits for So,
and k for 300, 350 and 400°C. It can be seen that
the coeffecient for the oxygen term defined in (1) de-
creases as the temperature is raised. Using a value
for the maximum number of sites (N, = 1.17 x 1015
sites:cm™2) taken as an average from Azoulay et al.,*
we find the dependence of S, as a function of tem-.
perature also given in Table 1. The result for S, of
2.19 x 1072 at 300°C is significantly lower than that

Table 1. Results for the terms in the kinetic model
for the high temperature 10~7 Torr O, exposures. The
S, column was calculated using a fixed value for N, =
1.17 x 10 sites-cm™2.

Temper_ature 2I'So /No x10™4 S, x10=% ux10~4 kx10—%
(°C)

300 14 21.9. 5.5 ;3.0

350 3.4 5.3 8.0 .15
400 08 . 1.2 91: .17
2610 ey ——— e

Slope = -2004

<75 i~

i SN S S TP U

145 150 155 180 185 0 Q75
Temperature™ (K") x 10°

Fig. 8. Arrhenius plot of the sulfur growth parameter v.
The slope is —2004, giving a value for E, of 4.0 kcal/mole.
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found by Biryukova (S, = 0.67).2 This suggests that
the sulfur is significantly impacting the sticking of
the oxygen to the surface. This indicates that the
sulfur segregation is playing a strong role in the ki-
netics at low pressures in the oxidation of titanium.

Figure 8 is an Arrhenius plot of the sulfur growth
parameter v. The slope gives a value for E, of
4.0 kcal/mole. This value is down by a factor of 4
from others in the literature.!! The initial saturated
surface condition and the higher concentrations of
sulfur near the surface due to this initial state could
contribute to this lower value. Finally, the values for
k do not follow a Boltzmann factor and instead de-
crease as temperature increases. This suggests that
the rate of sulfur removal by oxygen decreases as
temperature is increased. The enhanced diffusion of
oxygen into the bulk at high temperatures! could
easily explain this result.

B. Conclusions

The presence of sulfur on the surface of polycrys-
talline titanium has a significant impact upon the ox-
idation. It was shown that at high temperatures and
pressures below 107 Torr O, the sulfur segregation
to the surface greatly reduces the sticking coefficient
of oxygen on the surface. The pressure dependence
of the rate of oxidation detailed in Fig. 3 proves that
it is this segregation of sulfur to the surface that
is reducing the rate of oxidation. A kinetic model
fit to the data gave an activation energy for sulfur
diffusion of 4.0 kcal/mole. Even though this value
is low compared to other values in the literature, it
again shows the increased sulfur segregation to the
surface at higher temperatures. XPS data shows a

rapid decrease in the S LVV peak as compared to the
S 2p peaks. This result seems to indicate that the
oxygen removes some sulfur from the surface instead
of growing an oxide layer over the top of the initial
sulfur concentration.
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Photoelectron Diffraction Imaging for C;H, and C;H4 Chemisorbed
on Si(100) Reveals a New Bonding Configuration
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A new adsorption site for adsorbed acetylene on Si(100) is observed by photoelectron imaging based
on the holographic principle. The diffraction effects in the carbon 1s angle-resolved photoemission are
inverted (including the small-cone method) to obtain an image of the atom’s neighboring carbon. The
chemisorbed acetylene molecule is bonded to four silicon surface atoms. In contrast to the C,H, case,
the image for adsorbed C,H, shows it bonded to two Si surface atoms.

PACS numbers: 68.35.Bs, 42.40.-i, 61.14.-x
In a surprising contradiction to the existing literature, the

adsorption site for acetylene at saturation coverage was ob-

served to be different from that of ethylene. The adsorption
sites for chemisorbed ethylene, C,Hy, and chemisorbed
acetylene, C2H,, on the (100) face of silicon have been di-
rectly observed using photoelectron holographic imaging.
In this recently developed technique, photoelectron diffrac-
tion intensities are measured and then inverted, to directly
obtain the local three-dimensional environment of the emit-
ting atoms [1,2]. . The small-cone inversion technique is
used [1]. This study is believed to be the first photoelectron
holographic study of a multiatomic adsorbate. No model
calculations were used in the adsorption site determina-
tion. An understanding of the bonding of the ethylene and
acetylene molecules provide a foundation for understand-
ing the adsorption behavior of complex unsaturated organic
molecules. The carbon-carbon double bond or triple bond
in a hydrocarbon molecule may be used to “fasten” the
molecule to the Si(100) surface. Such molecules could
have a broad range of functions, which have interesting
and important applications [3]. Such species are also im-
portant in the science of carbide formation.

The ethylene adsorption site found here agrees with the
previously reported site, but the acetylene adsorption site
was determined to be different. Identical adsorption sites
for the two molecules have been reported based on the re-
sults of high-resolution electron-energy-loss spectroscopy
[4], photoemission spectroscopy [5], scanning tunneling
microscopy [6], and near-edge x-ray-adsorption fine struc-
ture (NEXAFS) [7], and also in theoretical studies [8].
The experimentally determined image for adsorbed C,Hy
shows it bonded to the dangling bond of two silicon surface
atoms. In contrast, the image for adsorbed C,H, shows
bonding to four silicon surface atoms, while retaining one
C-C type bond as does chemisorbed CyHjy.

Photoelectron diffraction occurs when the direct wave
from an emitter (carbon) interferes in the far field with a
wave from the scatterers (silicon). The method of obtain-
ing an image from the data has been published [1]. The

0031-9007/00/84(5)/939(4)$15.00

angle-resolved emission strength for the emitter’s core
level of interest is measured for a range of incident photon
energies. Since the initial energy for the core level is a
constant, the resultant spectrum is a constant-initial-energy
spectrum (CIS) [9]. Representative CIS spectra are shown
in Fig. 1. The first step is the separation in the CIS spec-
trum, /¢ (k), of the diffractive portion from the background,
Io(k), and an example background (dotted line) is shown.
The diffractive portion of the experimental spectrum is ex-
tracted using yg (k) = I (k)/Izo(k) — 1. EXAFS uses a
similar y function and the present method may be called
vectorized EXAFS. The data are inverted to obtain an
image function [10]:

kmax
UR)=|> fk xp(k)e HRA-ER) gp (g
£ kmin

The inversion is based on the holographic principle and R
denotes a direct-space position vector with its origin at the
emitter. It is important to first do the transform against
wave numbers. The small-cone method is used in the sum
over the angles which minimizes artifacts [1]. The position
of a given atom is given by the local maximum in U(R)
and its centroid is used in the determination of interatomic
distances. The precision of the numerical results may be
distorted by as much as one- or two-tenths of an angstrom
[1,2,10].

Strictly speaking, the wave from each of the numerous
emitters on the surface forms an internal-source holo-
graphic image. The atomic image obtained comes from
many reference waves. Each emitter’s signal is incoherent
with respect to the other emitters, so the image intensities
from each emitter are summed by simple addition. The
image resulting from each individual emitter, however,
has the same origin in the inverted aggregate image, so the
expression “holographic image” is a more liberal usage of
the term. In the case of a single site adsorbate, where each
adsorbate emitter atom has an identical local geometry, the
assignment of peaks in the image is straightforward. When

© 2000 The American Physical Society 939




VOLUME 84, NUMBER 5

PHYSICAL REVIEW LETTERS

31 JANUARY 2000

hv (eV)

350 400 450 500 550600 350 400
T T T

o [ —e—cCH,si(100)2x1
—o— C,H.-Si(100)-2x1

hv (eV)
450 500 550 600

Intensity (arb. units)

| (&) =07, gt | ® o=60%,gu00° O g

4 5 6 7 8 9 4 5 6 7 8 9

k (/A) k (1/3)

FIG. 1. Photon-energy dependent CIS of the Cls emission
strength from C,H, and C,H; adsorbed on Si(100) where the
lower axis is the electron’s wave number and the upper is photon
energy proportional to the wave number squared. The emission
directions are in polar coordinates; 6 = 0 is normal emission.
The interference effects are different for the two species with
the immediate implication that each is in a different adsorption
site. :

there are two emitters in inequivalent adsorption sites, the
resultant image for the pair of atoms is akin to a double-
exposed photograph. The atomic structure may be ob-
tained through reduction of the image by examination of
the image in light of other information regarding the mo-
lecular structure of the adsorbate, the bulk crystal structure
of the substrate, etc. This is important for the present study
since both of the chemisorbed species have two carbon-
atom emitters with the carbon atoms in inequivalent
locations in the surface unit cell. If some of the adsorbed
molecules were in different adsorption sites, they also
would make their additive contribution to the experimental
image. If the concentration of these molecules were small,
it would be difficult to differentiate their image features
from artifacts associated with the image of the molecule
in the dominant adsorption site.

The Si(100) surface is reconstructed and composed of
rehybridized silicon atoms referred to as dimers. Each
atom of the dimer pair also has a dangling bond which is
very reactive. The surface structure is 2 X 1 and a single
domain stepped surface is obtained when the Si substrates
are miscut by ~3.5°. The adsorbate coverage was near
saturation for both cases. Low-energy electron diffraction
was used to determine the direction of the step edge and
the direction of the dimer bond.

The data were collected at beam line 7 at the Advanced
Light Source at the Lawrence Berkeley Laboratory, one
of only a couple of beam lines that can do this imaging.
Incident photon energies of ~350-600 eV were used to
probe the C 1s core level corresponding to a range in wave
number k of ~4-9 A~1. About 80 CIS were collected

940

on a grid covering one-fourth of the emission hemisphere,
which is an irreducible symmetry element of the surface.
To facilitate the presentation of the experimental images,
three-dimensional ball-and-stick models of the determined
adsorption sites for C;Hy and C,H, are shown in Fig. 2.
The balls are arranged according to the directly determined
atomic locations, except for H which is not detected. In the
case of ethylene, carbon atoms in the molecule sit above
the surface silicon dimer so that the C-C bond and the Si-Si
bond axes are parallel; the bar represents the dimer bond.
In the case of acetylene, the carbon atoms in the molecule
sit between two silicon dimer pairs, above the dimer plane.
A planar vertical cut from the experimental image func-
tion U(X,Y,Z) obtained for the chemisorbed ethylene
species is shown in Fig. 3. To aid in recognizing the indi-
vidual atoms, the cut is accompanied by a ball-and-stick
construction for the image. When viewing the experi-
mental image function, it is important to realize that the
emitter does not see itself but is always located at the origin
(0,0, 0) of the three-dimensional image. The double peak,
Si(1), is observed and corresponds to the first layer silicon
atoms. The lower-intensity features located between the
origin and the first layer Si peaks are attributed to artifacts.

(a)

di-o ethylene/Si(100)-2x1

tetra-o acctylene/Si(100)-2x1

FIG. 2 (color). Ball-and-stick sketches of the Si(100) adsorp-
tion sites for (a) C;H, and (b) C,H, showing two and four Si
neighbors, respectively. The big green balls: C; the orange balls:
first layer Si; the pink balls: second and third layer Si. The small
green balls added in the likely positions for the H atoms.
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To relate to the earlier ball-and-stick model of the atomic
structure in Fig. 2(a), consider that the ball representing
the carbon emitters is not one atom but two superimposed
carbon atoms. Now imagine shifting the carbon balls in
Fig. 2(a), representing the emitting carbon atoms of the
atomic-model sketch, towards each other along the line
joining them, until they coincide. The resulting ball-and-
stick construction is that shown with the image in Fig. 3.
This shift represents the C-C bond length. Note that the
separation (0.6 A) in the double peak is not an interatomic
distance but is the difference between the C-C bond length
and the Si-Si dimer bond length [11].

A preview of the chemisorbed acetylene result is given
before the image is discussed. Its interpretation is more
involved since U(R) shows peaks for atoms in the second
and third layers. First, itis shown that the C;H, chemisorp-
tion site is such that the molecule does not sit directly over
the first layer Si atoms. Instead the molecule is over the
second and third layer Si atoms which by virtue of the crys-
tal structure means that the C,H, adsorbed molecule has
four Si atoms for neighbors in the first layer. Second, the
image contains a third layer Si(3) atom signal that allows
one to reduce the double image and to obtain a value for

FIG. 3 (color). Vertical X-Z
cut at Y = 0 through the chemi-
sorbed C,H, image function
whose intensity is in the third
dimension. Both carbon emit-
ters are at the origin, marked
with a “+” sign. X is the Si-Si
dimer direction. The image has
to be reduced to get the atomic
structure in Fig. 2(a). The im-
age shows a strong doublet for
two first-layer silicon atoms
(depth 1.8 A and horizontal
separation 0.6 A) whose actual
separation is that observed in
the image plus the C-C separa-
tion (see text).

the C-C bond length as well as the first layer Si-Si dis-
tance [11]. . ,

Figure 4 shows a vertical cut from the chemisorbed
acetylene image. The strongest features in U(R) are the
two peaks located under the emitters at Z = —1.6 A which
are due to the second layer Si(2) atoms. The third layer sili-
con atoms Si(3) at Z = —3.0 A also have quite evident
peaks. The image clearly shows that the carbon emitters
are in the vertical plane containing the second and third
layer atoms, which means they are not “directly” above
the first layer Si atoms. Presumably, this is why the carbon
emission is strongly scattered by the deeper Si atoms. In
a manner analogous to the above C;H, image discussion,
separation of the carbon atom in the ball-and-stick image
construction shown in Fig. 4 will give the ball-and-stick
atomic structure model shown in Fig. 2(b). The most im-
portant finding is that the acetylene molecule has four first
layer Si atoms as nearest neighbors (two Si dimers).

A curious and significant feature due to the “double
exposed” nature of the image allows a determination of
the C-C distance for adsorbed C,H,. The twin peak at
Z = —3.0 A is actually due to a SINGLE silicon atom
Si(3) in the third layer of Si atoms. In the image, this atom

FIG. 4 (color). Vertical planar
X-Z cut at Y = 0 through the
chemisorbed C,H, image func-
tion whose intensity is in third
dimension. The carbon emit-
ters (origin) are in the plane.
The two strong peaks in the
image are second-layer Si(2)
atoms and just below them are
the peaks for third-layer Si(3),
where Si(2) and Si(3) have ver-
tical depths of 1.6 A and 2.8 A,
and horizontal separations of
3.0 A and 1.1 A, respectively.
X is the dimer direction.
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is being “seen” by both of the inequivalent carbon emit-
ters in the molecule but each emitter’s image has the same

origin so Si(3) appears twice in the image. As discussed -

above for the relationship between the ball-and-stick con-
structions for the image and for the-atomic-structure model,
one can imagine collapsing the carbon atoms in Fig. 2(b)
along their bond direction until the carbon atoms are su-
perimposed. This manipulation makes two balls from the
single ball that represents the third layer Si atom Si(3) in
Fig. 2(a). The image shows two such peaks and their dis-
tance of separation of 1.2 A gives the interatomic distance
between the two carbon emitters in the adsorbed C,H,
molecule. That s, the image itself (Fig. 4) contains the nu-
merical information needed to reduce the double exposed
image to the atomic structure [Fig. 2(b)] [12].

Now, examine the strongest image peaks in Fig. 4 due
to the second layer Si atoms. The true interatomic distance
(reduced image) between the second layer Si atoms is the
sum of the distance between the peaks, Si(2), in the image,
2.8 A, plus the 1.2 A needed to reduce the double exposed
image. The sum of 4.0 A is close to bulk the Si-Si distance
of 3.84 A and forms a consistency check.

Having experimentally determined the adsorption site,
the bonding models are considered. For C;H4 and C,H,,
sp? and sp hybridization of carbon exists. The remaining
p-like states form 7 bonds that do not lie on the molecu-
lar axis. The chemisorption is then viewed as the sever-
ing of a 7 orbital allowing for bonding to the dangling
bonds of the dimer atoms. The new bonds have sigma
character. Pauling presents an equivalent description, the
bent bond picture, in which each carbon atom tends to
form tetrahedral sp3-like orbitals [13]. In the free ethyl-
ene and acetylene molecules, bent (and strained) bonds
form between the two carbons giving the ethylene a C-C
double bond and the acetylene a C-C triple bond. Hence,
on chemisorption the “bent bonds” simply open up and at-
tach to the dangling bonds on the silicon surface atoms,
which leaves just a single bond between the carbon atoms
in each case. Thus from the initial hybridization states in
each molecule, the chemisorbed form adopts a sp? car-
bon hybridization and a surface “alkane” species forms
in each case. There is an interesting comparison between

the CoHy and C;H; surface complexes since they can be
viewed as surface molecules C,H,Si; and C;H,Sis sug-

gesting a similarity between the C-H and C-Si bonds. In
thermal breakdown, it is known that C,Hy is liberated in
the one case, and for the other C;H; decomposes forming
a carbide [14]. The latter complex stays on the surface,
probably because it has two bonds for each carbon while
the C;Hy case forms only one bond. The analysis of the
line shape for the high-resolution core-level-photoemission
peaks supports the assignments made here [15], as does the
observed vibrational frequency [16].
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Figure 6 Contour plots of & orbitals for CO in the gas phase and
adsorbed on Ni(100) in the top and hollow sites, again showing strong
modifications to the CO orbital structure for different adsorption sites,
in line with the experimental observations.

to the substrate. Based on the findings reported
here, such phenomena can be understood in terms
of the interplay between the & and o interactions.
The 7 interaction weakens the internal CO bond,
decreasing the CO stretch frequency as coordina-
tion increases, and the balance between & bonding
and o repulsion leads to small differences in
adsorption energies despite very large differences
in electronic structure.
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Photoelectron Diffraction Imaging Reveals
a New Bonding Configuration for C,H,
and C,H, Chemisorbed on Si(100)

Determining the atomic structure (where the atoms are)
of crystalline solids metals, semiconductors, ceramics,
and so on) is comparatively easy with the technique of
x-ray diffraction. Solving the same problem for the
atoms at a surface is not so easy, in part because the syr-
face structure is only-one or a few atomic layers thick, so
that the x-ray diffraction signal is weak compared to
that from the rest of the sample. Electron techniques
have the advantage of being surface sensitive, but inter-
preting experimental data in terms of atomic positions is
extremely challenging. Photoelectron holography is a
new method based on the use of electron rather than
light waves for directly imaging surface atomic structure.
Researchers from Montana State University and their
colleagues have used this technique to image the local
structure of ethylene and acetylene molecules on a sili-
con surface and found some surprising results that con-
tradicted the prevailing thinking.

The adsorption of small hydrocarbons on silicon
surfaces is of particular interest because of the role
that silicon plays in technology. For example, ethyl-
ene (C,H,) and acetylene (C,H,) groups are com-
monly used to attach larger molecules with
specialized functional groups to a silicon surface. It
has long been believed that both ethylene and acety-
lene bond with the same site symmetry to a pair of
silicon atoms on the silicon(100) surface via the sili-
con dangling bonds. The pair of silicon atoms is that
formed when the clean silicon (100) surface recon-
structs by forming dimer pairs {2x1 reconstruction).
Our photoelectron diffraction experiments, how-
ever, show that acetylene unexpectedly can bond to
four silicon surface atoms, while ethylene, as
expected, bonds to two silicon surface atoms.

To image the molecule’s site position (symmetry),
we inverted carbon 1s photoelectron diffraction
oscillations to generate direct real-space images of
silicon atoms neighboring the carbon emitters. Ball-
and-stick representations of the local atomic struc-
tures obtained in this way are shown in Figure 7.
We used the photon-energy-scanned, constant-
initial-energy spectra (CIS) technique. Representative
CIS are shown in Figure 8. The oscillations in the
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Figure 7 Ball-and-stick sketches of the silicon (100) adsorption
sites for (top) ethylene (CoH,) and (bottom) acetylene (CoHy)
obtained by holographically inverting carbon 1s photoelectron diffrac-
tion oscillations. Ethylene bonds to two silicon atoms, whereas acety-
lene unexpectedly bonds to four. The large green balls are carbon
atoms, the orange balls are first-layer silicon atoms, and the pink balls
are second- and third-layer silicon atoms. The small blue balls repre-
sent likely positions for hydrogen atoms.

photoelectron diffraction spectra for ethylene and
acetylene have different frequencies in Figure 8,
already indicating that the sites are different.

The inversion is based on the internal-reference-
beam holographic principal, where the reference
wave and the scattered wave come from the same
source, namely, the photoelectron-emitting carbon
atoms. Inversion involves a transform first against
the set of wave numbers (photon energies) and then
the set of directions. The latter organizes the meas-
ured beam directions into collections of small
cones, which span all directions {small cone
method).The holographic-based inversion generates
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Figure 8 Constant-initial-energy photoelectron diffraction spectra
for ethylene and acetylene in two different photoelectron emission
directions. The oscillations in the spectra for ethylene and acetylene
have different frequencies, already indicating that the adsorption sites
are different. The inset illustrates the internal-reference holographic
principle in which a photoelectron wave from a carbon emitter atom
serves as both the reference wave and, when scattered from a neigh-
boring silicon, the object wave.

an "image function” represented by an intensity
value for every point in space.

The image can be displayed in a number of ways.
Choosing gray-scale, horizontal planar cuts through
the second layer of silicon atoms, we see immedi-
ately that the images are quite different in that eth-
ylene (Figure 9) shows four intense spots centered
at a depth 2.8 A below the carbon emitters, while
acetylene (Figure 10) shows only two spots at a
depth of 1.6 A. The distance values may be in error
by several tenths of an angstrom. The second-layer
spots together with first- and third-layer spots con-
tained in the image function establish the local
atomic structure shown in Figure 7.

The image structure and the local atomic struc-
ture are not the same. Since each emitting atom
sends out its own reference beam, the inversion
places all emitters at the same place in the image
(the origin). If every emitter has the same site sym-
metry, the image and the atomic structure are the
same, but in these molecules, the two carbon atoms
are in inequivalent sites. As a result, both emitters
appear at the origin of the composite image, giving
the image a kinship to a double-exposed photo. To
extract the local structure from the image, one looks
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Figure 9 Horizontal, planar cut of the ethylene image function
through the second layer of silicon atoms (pink balls in top structure in
Figure 7). The image intensity is indicated by the gray scale. The posi-
tions of the two carbon emitter atoms are the same in the image,
directly above the center of the cut. The value of the stretch in the X
(dimer) direction needed to make the rectangular into a square pat-
tern is the value for the C-C separation in the actual molecule.

for features in the image that can be used to deter-
mine the C-C separation. '

The square unit cell of a bulk (100} plane is taken
to be a reasonable description for the second and
third silicon layers after adsorption. For ethylene,
notice that the spots in the horizontal cut containing
the second-layer silicon atoms form a rectangular
pattern (Figure 9). To make the spots into a square,
the pattern has to be extended in the X direction by
a distance 1.4 A that represents the value of the C-C
separation. The value also be used to infer a first-
layer Si-Si (dimer) separation of 2.0 A. For acetylene,
a C-C separation of 1.2 A is found when the third-
layer image spots are used for the determination. In
neither case does the value of the Si-Si distance sug-
gest that the dimer bond has been severed but rather
only modified.
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Figure 10 Horizontal, planar cut of the acetylene image function
through the second layer of silicon atoms (pink balls in bottom panel of
Figure 7). The positions of the carbon emitter atoms in the image are
again identical, directly above the center of the cut. To obtain a value
for the C-C separation in the actual molecule, it is necessary to exam-
ine a planar cut for the third layer of silicon atoms.
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